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Preface 

The evolution of defense processes towards network-enabled systems and rapid de-
ployment scenarios, as exemplified by the UK Network Enabled Capability (NEC) 
program or the US Network Centric Warfare (NCW) effort, is creating an urgent de-
mand for highly adaptive and autonomous information support systems. These are 
large-scale organizational and technological transformational processes. There is 
therefore a requirement to create autonomous IT infrastructures with automated logis-
tics and planning capability, all of which provides significant scope for an agent-
based approach.  

The emerging problem set in the defense ICT domain is also mirrored in the civil 
sector for enterprise scale systems, where cost reduction, legacy integration, scalabil-
ity and security, are all significant problems to be addressed. To date, the civil sector 
has taken the lead on the application of agent systems, particularly in the manufactur-
ing sector, (e.g., [Jennings & Bussmann 2003]). Recently, agent systems have become 
significant mainstream ICT technologies with the emergence of IBM’s autonomic 
computing initiative and the integration of agent technology in various products for 
infrastructure management. Further information on civilian applications of agent 
technology can be found in the AAMAS industrial applications conference proceed-
ings [Pechoucek et al. 2005].  

Of course, the defense domain has the additional problems resulting from hostile 
actors and environments. However, it is precisely this aspect that makes a multi-agent 
system (MAS) approach attractive as it offers increased resilience, run-time flexibil-
ity, and embedded intelligence.  In addition the key factors in the evolution of MAS 
have been the advent of service-oriented computing, high-power computing capabil-
ity, and high-speed ubiquitous networks, which have finally created a suitably rich 
electronic environment for MAS to be deployed to full effect.  

The defense domain therefore covers a broad spectrum of applications that will 
benefit from an agent approach, including: 

 
ISTAR – sensing and information fusion management 
C3 – agent-based command and control support and analysis 
NEC/NCW – agent-based middleware and P2P networks 
UAVs and Autonomous Robots 
Self-Organizing Systems and networks 
Simulation and Scenario Engines 
Real-time Logistics and Planning support 
 
As we enter the next phase of networked warfare up to 2020, the need for self-

organizing, self-healing and intelligent ICT support systems and networks will be-
come paramount. The roadmap to achieve this vision of NEC/NCW is heavily reliant 
on the fullest utilization of multi-agent systems. 



Preface VI 

This book is a post-proceedings for the Defence Applications of Multi-Agent 
Systems (DAMAS) workshop held at the Autonomous Agents and Multi-Agents 
System conference (AAMAS) in Utrecht in June 2005 (http://www.aamas2005.nl).  
It contains versions of selected papers presented at the workshop which have been 
updated and extended by the authors in the light of the comments and discussion of 
their work.  

The workshop was cross-disciplinary in nature, bringing together researchers from 
academic, industrial, and defense teams. The goals of the workshop were to explore 
the value of agent technology in defense applications and to review example agent 
systems applied to defense applications. The book therefore represents a cross-section 
of the current state of the art in defense applications of agent systems.  

The workshop featured several lively discussions on the presentations and the chal-
lenges that the defense domain held for agent technology. These are summarized in 
the first invited paper in this collection, by Beautement et al. 

Part 1 contains several papers on decision support and simulation. This includes a 
contribution on maritime situation awareness by Hemaissa et al., which present an in-
novative approach based on multi-agent negotiation to fuse classifiers, using the 
flexibility and reliability of a multi-agent system to exploit distributed data across 
dispersed sources. The following paper by Louvieris et al outlines the application of 
Bayesian technologies to CSF (critical success factors) assessment for parsimonious 
military decision making using an agent-based decision support system. This paper il-
lustrates the application of CSF-enabled Bayesian belief networks (BBN) technology 
through an agent-based paradigm for assessing the likelihood of success of military 
missions. A paper by Wise et al. considers whether an agent-based autonomic net-
work control system can provide the flexibility needed to allow an agile mission 
group to reconfigure their network, while maintaining a high tempo, yet minimize 
their demands on signals staff. Their architecture describes services that configure a 
device, and a hierarchy of networks, in terms of the contribution that each makes to 
networks of which it is a member. 

The next paper in this section by Parunak et al. considers the importance of mod-
elling emotion within a simulated combat environment in order to provide a realis-
tic simulation of the likely behavior of forces in battle. The models developed simu-
late the propagation of emotion in combat units using concepts from  Agent 
technology such as pheromones in a computationally tractable and realistic training 
simulator.  

Part 2 looks at UAVs and starts with a paper from Han et al. which discusses how 
three technologies can be combined to achieve the UAV functionality needed for  
coordinated autonomous operation, from building up accurate beliefs, efficiently 
gathering information, to acting rationally. It discusses how, in order to facilitate the 
target-tracking activity, a reliable information provisioning network can be con-
structed by selecting the most appropriate information sources and using trust evalua-
tions to perform belief revision. Also, a macro-based action selection scheme is  
deployed for efficient coordination of target-tracking activity among agents. 

This is followed by a paper from Dasgupta et al. on the interesting problem of 
automatic target recognition using a multi-agent swarm of unmanned aerial vehicles. 



The aim being to avoid a centralized approach to UAV direction. The UAVs employ a 
swarming algorithm implemented through software agents to congregate at and iden-
tify targets.  

Part 3 considers wider system management issues such as security and the logistics 
domain. The paper by Janicke et al. presents a security model that allows the expres-
sion of dynamic access control policies that can change on time and events. A simple 
agent system, simulating a platoon, is used to show the need and the advantages of 
our policy model. The paper finally describes how existing tool-support can be used 
for the analysis and verification.  

A paper by Greene et al. covers  the critical topic of intelligent logistics support 
using an agent approach. They present a novel cognitive agent architecture and 
demonstrate its effectiveness in the sense and respond logistics (SRL) domain. Ef-
fective applications to support SRL must anticipate and adapt to emerging situations 
and other dynamic military operations. SRL transforms the static, hierarchical ar-
chitectures of traditional military models into re-configurable networks designed to 
encourage coordination among small peer units. This is followed by work from 
Carvalho et al., who present a mobile agent-based middleware that supports both 
point-to-point message and hierarchical data-stream communications in these envi-
ronments. Two infrastructure technologies (Mockets and FlexFeed) are introduced 
as service providers for messaging and publish-subscriber models for data stream-
ing. Opportunistic resource allocation and monitoring are handled by distributed 
coordination algorithms, implemented here through two complementary technolo-
gies (Stand-In Agents and Acquaintance models).  

The final paper by Allsop is an invited contribution that considers the technical 
challenges that remain in realizing the potential of agent-based technologies in the 
defense arena. 

Organizing the DAMAS workshop and producing this volume of proceedings was 
a difficult, time-consuming, but ultimately very rewarding exercise (or so we hope). It 
would have been far harder without the support, advice, and assistance of others.  
Most significantly no event of this type can occur without the support of the commu-
nity in the form of contributed papers and presentations, and in the form of reviewing. 
All the presented papers at DAMAS were reviewed by at least two anonymous re-
viewers in the Program Committee, and we would like to take this opportunity to 
thank them for the quality of the reviews they produced and for the timely fashion in 
which they produced them. It is worth stressing that the nature of the DAMAS Pro-
gram Committee makes this an even more noteworthy point than would normally be 
the case in a workshop. The DAMAS PC was made up of members that are all ac-
tively involved in defense projects and many of the members are senior people in ma-
jor commercial organizations, and the demands made on their time make taking on a 
duty like reviewing for a workshop especially onerous.  

In addition we would like to thank Nick Jennings and Mark Greaves for their assis-
tance in organizing the workshop and acting as senior Program Committee members. 
Both of them were instrumental in making the event happen, and their advice and 
council did much to shape the workshops character and content. Andre Meyer  
 

Preface VII  



Preface VIII 

provided us with much-needed support in making the necessary local arrangements 
for the workshop and we would also like to thank him for his diligence and for the 
support he provided.  

Finally we would like to thank the organizers of AAMAS 2005 for agreeing to host 
DAMAS, in particular Frank Dignum and Rino Falcone. 

January 2006                                                                             Robert Ghanea-Hercock 
Simon Thompson 

 

N. R. Jennings and S. Bussmann (2003) “Agent-based control systems” IEEE Control 
Systems Magazine 23 (3) 61-74. 
Pechoucek, M., Steiner, D.  Thompson, S.G. (eds) Industrial Applications of Autono-
mous Agents. ACM  July 2005. 
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1 QinetiQ Ltd 
pbeautement@qinetiq.com, dnallsopp@qinetiq.com  

2 Vulcan 
markg@vulcan.com 
3 Sandia National Labs 

sygolds@sandia.gov, svspire@sandia.gov 
4 BT 

simon.2.thompson@bt.com  
5 DMU 

heljanic@dmu.ac.uk  

Abstract. The military domain is a very challenging environment and human 
endeavour in this domain is characterized by uncertainty and the need to be able 
to deal with significant and disruptive dynamic changes. In addition, activities 
are driven by human decision-makers who need support in making sense of the 
environment and with reasoning about, and effecting, possible futures. Hence, 
various unique factors need to be taken into account when considering the 
provision of applications, tools, devices and infrastructure for the military 
domain. This paper will itemize and discuss some of these factors in the context 
of autonomous agents and multi-agent systems. This paper is a desiderata for 
the research space. 

1   The Military Context 

The military domain is a very challenging environment characterized by uncertainty 
and the need to be able to deal with significant and disruptive dynamic changes. 
Despite an increasing trend towards adopting approaches from the commercial 
domain, military activities are different in one key respect - there are opponents who 
are doing their best to frustrate or destroy friendly activities and to deflect or subvert 
allies or neutral actors. This means that nothing can be relied upon and that therefore 
key capabilities include: the ability to dynamically adapt to (or shape) change; to be 
agile (and grasp fleeting opportunities) and be robust (in the face of potentially 
catastrophic disruption). Anything that inhibits these capabilities is unacceptable. 

In addition, military activities are driven by human decision-makers who need 
support in making sense of the environment and with reasoning about, and effecting, 
possible futures. Conflict is, essentially, a human activity. Admittedly, all creatures on 
the planet are involved in a competition for resources including all those involved in 
commerce. Conflict, however, is different in that it always involves the purposeful 
disruption / destruction of the affairs of your opponents - driven by the intent of a 
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state, group or individual. Consequently, when supporting these human-led 
endeavours, the primacy of the human must always be kept at the forefront. Three 
other key aspects of the military domain are: 

1. the certainty of uncertainty;  
2. the inherent heterogeneity and complexity of the environment; and 
3. the increasing blurring of boundaries between self and non-self (including 

friends, foes and other actors).  

When reasoning about conflict one should always start by embracing the realization 
that nothing will be absolutely predictable and that being able to cope with 
uncertainty should be a fundamental capability. An aspect of this is the heterogeneity 
and complexity of the environment. Conflict with an opponent on a 'standardized' 
battle space will end up being an attrition war in some limited part of the conflict 
space. Instead, finding asymmetries (where you are strong and so can wield decisive 
advantage against an opponent) is an important strategy. This involves working with 
anything in the battle space which can be wielded as a weapon, including exploiting 
(even deliberately increasing) the complexity of the environment to undermine the 
opponent. The key is to always retain as big a range of options as possible (from 
which to generate novelty) as this is the counter to uncertainty. Finally, cyberspace is 
a battlespace in its own right (not just a conduit for communication between people). 
It is a domain closed to humans and so 'cyberspace dominance' can only be obtained 
by using proxies to wield power on our behalf – those proxies are software agents. 

2   Previous Work 

Autonomous Agents and Multi-Agent System (AAMAS) are computer software 
systems that exhibit one or both of the following two tightly coupled behaviours. An 
Agent is exhibiting Autonomous behaviour when it makes a decision as to what goals 
it will attempt to fulfil, or when it is able to choose between a number of different 
strategies to fulfil those goals. Multi-Agent behaviour is exhibited when Agents co-
ordinate their behaviour in order to achieve their common or separately held but 
coupled goals. An extensive literature is available which describes work that has been 
undertaken with the object of understanding and developing such systems (for 
example Rosenschein et-al 2003; Jennings et-al 2004; Dignum et-al 2005, Pechoucek 
et-al 2005).  

Domains which are particularly amenable to solutions that use AAMAS 
technology have been categorized (Jennings & Wooldridge 1998) as being : 

• open systems : systems with structures that evolve over time, are unknown in 
advance and are heterogeneous (the result of the actions of different actors 
independently and dependently)  

• complex systems : characterized by Jennings and Wooldridge as systems that       
are too complex to understand without modularization 

• ubiquitous computing systems : which require interaction with all other 
actors in their environment in various contexts. Systems of this sort require 
interaction interfaces that go beyond the enumeration of the required 
behaviour and instead co-operate with users to achieve goals.  
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All of the elements of this categorization intersect with the military context described 
above, so it is no surprise that there have been a number of attempts to utilize 
AAMAS technology in the Military Context, for example:  

• CoABS / CoAX  (Allsopp et-al 2002) : A project to develop AAMAS 
technology into an integrated environment to provide adjustable 
interoperability between disparate information systems and to support 
distributed mixed-initiative decision-making with acceptable agent behaviour 
(Bradshaw 2004). It used the CoABS Grid which is a well developed 
infrastructure that has been evaluated and tested in several operational 
military settings. 

• DAML: The DARPA Agent Markup Language. DAML is a project to 
develop data, information and knowledge formats for exchange between 
systems. The DAML+OIL language has been extended and refined into the 
OWL ontology language adopted by the W3C and used in projects like the 
AKT (Shadbolt et-al 2004).  

• UltraLog (Bates 2005) utilizes agent technology to provide highly survivable 
information and logistics systems. UltraLog was independently verified as 
being able to offer a high degree of robustness while solving problems of a 
realistic size and nature. The Cougaar agent tool kit (Helsinger & Wright 
2005) was a result of the UltraLog program and is now opensource and 
widely used.  

• FCS Command and Control Study (Potok et-al 2003) analyzes the current 
state of agent-based technology applied to C2 functions for the Future 
Combat System and net-centric warfare in general. The study concludes that 
advances are required in the areas of scalability, mobility and security of 
agent systems before the command and control problem can be suitably 
addressed. 

But it is our contention that the uptake and impact of AAMAS technology in the 
military domain remains disappointing. In particular it is a puzzle as to why AAMAS 
technology, which is aimed at providing abstractions and tools for handling open, 
pervasive and complex situations has not become the technology of choice to 
implement new doctrines which advocate ad-hoc, agile and decentralized 
organization. Also, the missions that the military now face (including small scale 
short notice deployments, complex coalition force structures, counter terrorism and 
disaster relief) all seem to require from information systems the kind of behaviours 
that AAMAS technologies offer.  

The rest of this paper in part attempts to explain this situation, and in part attempts 
to provide a list of pitfalls and pratfalls that the developers of military applications 
(who want to exploit AAMAS technologies) should consider.  

3   General Issues Around Agent and AAMAS Implementation 

This paper is aimed specifically at the military context, but lessons from AAMAS 
development in commercial and scientific applications must not be ignored by teams 
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focusing on military requirements. Pitfalls identified in this area (Wooldridge and 
Jennings 1998) can be summarized as:  

Political:  
overselling, 
dogmatic commitment to AAMAS technology. 

User context: 
failure to understand the military domain, 
failure to address scale and tempo of real operations, 
failure to match the technology to the constraints of a real military environment. 

Management:  
lack of technical appreciation of AAMAS technology,  
lack of application understanding, 
failure to differentiate between prototypes and systems. 

Conceptual:  
using buzzwords without understanding them,  
AAMAS as a silver bullet.  

Analytical:  
over genericism,  
a failure of analogy.  

Agent level: 
failure to reuse architectural principles, 
inappropriate emphasis on problem solving as opposed to usability, 
over-simplification (assumptions about clear boundaries and identification of self 
and non-self), 
failure to use proper granularity to model the system.  

Implementation:  
legacy system integration,  
failure to abide by de-facto standards. 

These strap lines highlight “anti-patterns” of AAMAS development that have 
become well known to commercial developers. In addition we would add that in 
recent years it has become clear that a lack of trained development staff, a lack of 
systematic methodological tools and a lack of case studies that could be used to 
enable and support business cases, have also hampered military and commercial 
development. The rest of this paper focuses on the issues that are particularly 
significant when attempting to transfer AAMAS technology to the military sphere.  

4   Key Issues 

Given the context described above it is clear that there will be some key challenges 
and issues for anyone wishing to employ agents (of any type) in the military domain. 
These arise from the need to embrace uncertainty, lack of boundaries, complexity and 
heterogeneity and to recognize the primacy of the human in military endeavours. In 
this part of the paper we itemize and comment on some of these key issues, indicating 
some of the factors which apply to them. 
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4.1   Analysis, Requirements and Politics 

These are the issues that must be considered when starting or contemplating a 
particular AAMAS project for the military. If these issues are not considered at an 
early stage it is likely that the artefacts produced by the project, while possibly 
attractive in terms of research or perceived value add, will not be suited for real world 
military use. 

Understand the Role of Command in Setting the Shape of the Organization    
It is important to understand the creative dynamic which exists between top-down 
intent and bottom-up mission command. Command creates the conditions for 
organizations to form, adapt and flourish - to be purposeful. In addition, it is 
important to recognize the role of self-regulation and bottom-up emergence in 
maintaining organizational viability and agility. The required collective behaviours 
cannot all be programmed top-down (Stalinist control). In reality, organizational 
structures are dynamic and are often built on patterns derived from trained 'templates'. 
Hence, in reality, operational units and agents will be loosely coupled - this is 
especially true in a coalition where there are many different restraints, constraints and 
sensitivities which prevent tight binding. This loose coupling is a source of many 
important properties such as the ability to generate novel behaviours and to be 
resilient. System architectures must therefore take the organizational change within 
the military into account and go away from centralized approaches toward loosely 
coupled, responsive (to events) and self monitoring components. 

Understand the Need to be Able to Grasp the Fleeting Opportunity    
The leaders involved in the execution of operations work under mission command 
and must be able to grab fleeting opportunities as they present themselves. The 
computer must not force them to adhere to 'the plan' at all costs (especially as this is a 
mixed-initiative issue). An example here might be, opportunistically, finding yourself 
driving by the enemy's computer centre in your tanks and not hitting it because it's not 
in the plan! Any successful application must allow the human user to intervene at any 
point in time and then immediately adapt to the changes that may arise from the 
interaction. The control must remain with the human at any point in time. 

See the Decision-makers as Active Drivers of Change    
It is important to facilitate people to be active decision-makers not dumb process-
followers and to recognize that the majority of command activities are informal and 
event-driven and cannot be captured as mechanistic process models. Instead of 
delivering "the right information at the right place at the right time" (you can never 
work out in advance what / who / when / where 'right' will be), enable decision-
makers to get what they want, when they need it, in the form they want. This involves 
really understanding the dynamics of decision-making - that there are thousands of 
nested, interdependent, loosely-coupled Observe, Orientate, Decide, Act (OODA) 
loops running at any one time (even OODA loops are nested OODA loops - though 
this is rarely shown). Decision-makers must be able to exploit the advantages of loose 
coupling to reconfigure in response to threats and opportunities. 

Realize that Conflict is never the Same Twice    
Hence, it is usually difficult to define repeatable processes (if you do, it leads to 
inflexibility). This strongly contrasts to commercial settings where businesses strive 
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for repeatable processes to optimise their operations and conform to regulatory 
requirements.  It is important to characterize the invariants of conflict and consider 
the real space of potential challenges that might have to be faced. For example, this 
means realizing that conflict is increasingly 'strange', where the enemy forces (if you 
can identify them) are increasingly employing our own assets against ourselves on an 
ill-defined 'battlefield' (so-called 'war among the people'). Out of this change the need 
arises for the system to constantly evolve. However, system evolution is difficult and 
needs to be controlled, since it may lead to unwanted system behaviour. Any 
technology employed in this problem space must address this issue, to be competitive 
in future conflicts. 

Focus on Execution, not Planning    
Planning is a way of trying to reduce the uncertainty of the future, but is not a 
substitute for having the ability to execute dynamically and with agility at run-time 
(because no plan survives contact with the enemy). Over-emphasis on planning 
processes and planning tools (as seen in Gulf War II) is a current weakness. Plans are 
really just shared artefacts that aid reasoning and communication between people, but 
they tend to become an end in themselves - they are poor substitutes for the dynamic 
thinking which formed them. Also, there are various levels of planning with different 
time horizons and concerns (i.e. there is not a single monolithic plan). So, being able 
to reactively re-plan is one approach in which execution support tools and 
infrastructures enable dynamic opportunistic adaptation during execution.  

Work with Systems which Cannot be Bounded Tightly    
Most real-world activities do not have tightly defined boundaries. Instead perceived 
boundaries are porous because in reality there is not a clear division between us and 
them. 'We' are merely a loose assemblage of actors sharing a common purpose. 
Indeed, agents need to be able to operate in loose teams / groups changing between 
roles and varying relationships as flexibly as humans do. The ad-hoc nature of these 
coalitions makes it necessary to cope with the arising security implications. Passing 
information/technology to a friend that may be tomorrow's foe is a major concern in 
coalitions that exists only for a short period of time. Systems must be able to cope 
with these implications, or at least empower human decision makers to incorporate 
this information in their decision making process. 

Accept that Losing is a form of Learning 
Discomfort is good and drives change. Losing generates discomfort. Opportunities 
generate discomfort and drive change too. During training, it is better not to work in 
the 'fitness' part of the space, but start with unfitness / discomfort and consider how to 
reduce / mitigate it. Making that journey generates learning. We may need to 
deliberately force that journey on Multi-agent Systems (MAS) to develop their 
capabilities (through co-evolution driven by predator / prey competition etc). 

4.2   Implementation  

These are the issues that must be considered by any team that has been provided with 
a list of functional requirements for an application in the military domain. Also 
considered below are the non functional tripwires that turn a good idea with funding 
into a waste of money and time.  
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Test your System using Military Metrics    
Military metrics are often ignored, but should include things such as: speed of 
command, operational availability and agility (tempo). The whole process of testing 
needs to be re-thought out. There is often no proper test plan (there may be a cool 
demo but no evidence of applicability to a range of potential challenges). Verification 
and Validation activities should not only be constrained to take place during the 
development phase, but should constantly verify that the system during run-time 
executes within acceptable boundaries. This requirement originates from the 
complexity of the environment which cannot be simulated under laboratory 
conditions. 

Enable your Agents to work in the operational Military Computing Environment    
Just as commercial implementations of AAMAS technology are rarely greenfield 
applications with an unlimited processing, memory and bandwidth budget, the 
military environment is technically very challenging. Applications which do not 
acknowledge this and are not able to work within these constraints are useless, which 
implies:  

• Be able to work with Constrained Resources. Tactical communications 
are the reality (as is variation in quality of service). This means that the 
ability to sense and adapt dynamically to resource availability is 
important. It should also be possible to see if resources are being 
expended on housekeeping or on the main mission etc. 

• Be able to work with Partial Information. Waiting for a 100% solution is 
bad. Also, you probably won't know what you would like to know in 
advance - especially at design-time. So agents should be able to work with 
poor quality data and understand the nature of the military problem better. 
This will include being able to work with un-trusted information - which 
may not only be partial, but can be wrong or misleading, especially when 
security of parts of the system is compromised. A successful system offers 
support in recognizing such inconsistencies. 

• Don’t assume a Commercial Context. The military environment is not 
only resource-limited but also brutal. So, anticipate unreliable comm.-
unications, indifferent line-of-sight, variable availability of band-width / 
quality of service and poor power supplies etc. This applies not only to the 
internal operation of the system, but also affects the human-computer 
interface design. Systems must maintain an acceptable level of usability 
under extreme circumstances. 

• Understand the Technical / Software context. The tempo and intensity of 
military operations means that you may be talking to vast COTS databases 
(not just MySQL) and integration issues might not just be technical, but 
architectural. A typical problem solving mode in legacy systems is to 
move information out of computer systems into human-led workflows. 
However, too much emphasis on COTS and legacy wrapping may not get 
you ahead of the opponent. One of the inherent problems with COTS 
products is that you must modify your business processes (or, more to the 
point, your warfighting processes) to meet the limitations of the products. 
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The degree to which this is necessary must be critically analyzed as to 
how it impacts your warfighting posture. When these limitations are 
factored in, COTS may cost more than custom solutions. 

• Can you Scale to deal with real-world problems? Military applications 
often require 1000s+ of agents. So, as an example, to understand the scale 
required consider the a typical force structure deployed in a recent 
military operation of UK troops in Sierra-Leone: 1 regiment of marines, 1 
battalion airborne, 6 battalions infantry and 7 regiments of support troops 
(engineers etc); in total up to 4000 UK troops were deployed (Hansard 
2000) and these required support to remain active in the field.  

• Availability and Reliability. Computation has to be on-line 24/7 and can 
not be stopped for maintenance (can't go off-line, debug, update and 
restart during an operation). Instead, we need to obtain robustness through 
exploiting redundancy and replace-ability. Note therefore that safety, 
security and reliability are not optional add-ons but must be anticipated 
from the early design of the system. When replacing components, it must 
be ensured that the overall system cannot be knocked out by a rogue / 
faulty component. See "single point of failure" below. 

• Avoid Single Points of Failure and expect things to Fail. Assume that 
single points will inevitably fail. Avoid a fortress mentality. Don't assume 
perfect infrastructure and full availability. 

• Enable Robustness and Resilience from the Start. Robustness and 
resilience should be displayed in the face of malicious / rogue agents 
(including failure / compromise) etc. Hence, all designs should consider 
cyber security (Gorodetsky & Kotenko 2002, Kotenko 2003) and 
especially intrusion tolerance (Wang et-al 2001, Atighetchi et-al 2004) as 
primary requirements. 

• Assume the existence of bugs - but still design a way that things can 
succeed (enable graceful degradation, regeneration and recovery). This 
should include things such as the ability to recognise and survive 
infrastructure attack and should include providing abilities to detect and 
repair at run-time in an autonomic way. 

Technology Acquisition (Procurement) Issues    
The MAS community should be realistic about the degree of change that can occur in 
the military domain in the shorter-term (however, note that if we are too similar to the 
opponent, or cannot display novelty at run-time, then we will not have a decisive 
advantage). Also: 

• Be aware of, but not intimidated by, the acquisition bureaucracy. Look at 
how novel hardware is introduced, learn the strategies and apply them to 
MAS (understand why software acquisition is so different). NB: For 
example, Network-centric Warfare (NCW) has been embraced - how was 
that achieved and is there anything that we can learn from its spread? Most 
importantly, NCW (and the recent book "Power to the Edge" [Alberts & 
Haynes 2003]) have set the context and clear requirement for ad-hoc 
networks and agility etc of the sort well suited to MAS.  
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• Target parts of the military (such as the marines) that may be more suitable / 
open to prototypes and the introduction of novelty. Customers are unlikely to 
gamble their organizations on an untried technology no matter how 
compelling the cases that are made in theory (although as noted above NCW 
seems to be the exception to prove the rule) 

• Work from case studies that prove the requirement. Gulf War II showed how 
much adaptive resource management (in all domains, including cyberspace) 
is required (Talbot 2004). Deployments to Bosnia (where sensor grids were 
deployed), Kosovo (where there were coordination difficulties), Somalia 
(where the wrong information was being gathered) and recent relief 
operations have shown how support for agile and interoperable 
infrastructures is in demand. Applications focused on requirements like these 
have a starting point from which procurement cases can be constructed.   

4.3   Operation 

Operational issues are factors that AAMAS systems will encounter when they are 
running in a military application; they are the issues that derail systems that would do 
the same job effectively if they were implemented in a civilian environment (a 
company or a government office for instance) but fail in the military context. These 
are a problem for commercial agent systems in the way that jamming and encryption 
are a problem for GSM communications on the battlefield.  

Avoid Optimization, Efficiency  and Predictability    
Optimum solutions are not necessarily the best, neither is being predictable. If you 
can  compute and predict something, so can your opponent - they will then use the 
information to be there to defeat you. What is important is keeping the maximum 
amount of option space open - as it is from this option space that commanders 
generate the novelty they need to deal with the uncertainty of operations. Hence, we 
should accept that uncertainty is the norm and all our designs should start from this 
point. 

Minimize Design-time Assumptions to Maximize Run-time Adaptability    
We should provide at design-time organizational units (agent teams) with properties 
which, when activated at run-time, enable the required novelty and adaptability to be 
displayed. We should also construct run-time tools which have the ability to shape 
things in cyberspace dynamically. We should strive to provide capabilities which 
enable us to dynamically integrate complementary, yet diverse, elements (especially 
legacy) on demand. 

Expect the Opponent to be Robust and Competent    
Include the opponent in all your considerations. That way, failure will be expected 
(see vulnerabilities below): 

• Consider the Vulnerabilities that you are Exposing to an Opponent through 
the use of your Technology.  Spend time considering the vulnerabilities of 
your approach - how could what you are doing be exploited and subverted by 
a malicious opponent, disaffected personnel or self-inflicted SNAFUs 
(remember you may actually be the one introducing the vulnerability - we'd 
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be safer without your big idea). Expect your strategies and approaches to be 
turned to malicious purpose. Consider the outrageous likely. Consider 
countermeasures / self-healing.  

• Be Aware of the Multiplicity of Routes for Attack. Network-centric 
approaches are connecting previously disparate elements. This means that 
the consequences of attacks can cascade through from the physical, to the 
information / software and up to the social / cultural domains - so that attacks 
result in consequences which are manifested far away from the point where 
they were originally 'felt'.  

4.4   Some Ideas About Key Application Areas 

Given the context described above it is possible to identify some key areas for the 
application of AAMAS. The AAMAS context sees cyberspace as a conduit for 
communication between people, it is a domain inhabited by active entities which can 
augment human capabilities by becoming part of the team. Hence, tasks can be 
delegated to these entities and, as a result, human cognitive load can be reduced. In 
addition, many housekeeping and resource adaptation tasks can be handed off to 
cyberspace which can then do a great deal of self-regulation. The range of 
technologies involved and their relationship to human users are shown in Fig. 1. 

INFORMATION DOMAIN

Grid Infrastructure: generic middleware for building distributed services 
and creat ing virtual organisat ions; security, dependability, data exchange.

Agent-based computing: glue to link and interoperate disparate systems 
and applicat ions; provides services that facilitate interoperability. 

Knowledge /  Semantic Web: facilitates common understanding of 
capabilit ies, terms, relat ionships and services across communit ies.

Human-Cyberspace Interface: interface and information agents, shared 
understanding, visualisat ion and manipulat ion, ubiquitous computing.

Cognitive Domain: organisat ions, social and cultural interact ions, human /  
virtual ent it ies, decision-making /  problem-solving, augmented cognit ion.

Physical Domain: real ent it ies, pervasive hardware devices and sensors /  
effectors, platforms, buildings.
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Fig. 1. The interaction of a technology centric and a human centric view of the military domain 
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The list below is not exhaustive but is intended to indicate that significant value can 
be added by MAS in the following areas: 

• Providing Agent-mediated Interfaces. Human beings distribute cognition 
load into their environment [Hollan 2000] as a way of increasing 
effectiveness and to facilitate teamworking. Currently, many of our IT 
systems inhibit this behaviour and, as a result, actually reduce human 
capabilities. MAS support the kind of load-sharing which can augment 
human capabilities as they can act as taskable team members (albeit limited 
ones) [Bradshaw 2004].  

• For Self-regulation and / or Enabling Autonomic Behaviour. MAS, as a 
digital society, can self-regulate behaviour on behalf of human beings, for 
example by adapting to the sudden failure of a computing resource (for 
example [Hoile et-al 2002]) This kind of self-healing and self-adaptation has 
been neatly captured in IBM's so-called 'autonomic computing' initiatives. 
These cover things such as throttling destructive cascades of effects - where 
there isn't time to wait for the humans to notice what's happening. These are 
key capabilities because as human beings we need proxies which can act 
purposefully in cyberspace on our behalf - only MAS can do this. 

• Providing Adaptive 'Middleware' Wrappers capable of Mixed Initiative 
Interaction.  MAS can be used to wrap monolithic / legacy software in such 
a way as to appear as if they are agent-based and hence exposing the 
possibility of novel (useful) functionality (eg putting a multi-agent 
responsive UI around legacy monoliths). This wrapping enables the legacy 
systems to engage in limited dialogue with agents / actors (whether human or 
not) so that they can be tasked with automating repetitive tasks, mediating 
and fusing heterogeous data, and management of large virtual data 
repositories. 

• Providing Adaptive Resource Management.  Adaptive resource management 
enables dynamic adjustments (in all domains, including cyberspace) to be 
made to the relationships established between purposeful entities, including 
the ability to dynamically form groups / teams of appropriate sizes (so-called 
'agile mission groupings' – see for example [Pynadath and Tambe 2003]). As 
circumstances change and services and entities come and go (owing to 
malicious or dysfunctional behaviour or failure or change of circumstances) 
then reconfiguration can occur without dislocation or catastrophic failure. 
This can be achieved by employing mechanisms such as domain and policy 
management. 

5   Conclusion 

Supporting military activity in is one of the most challenging tasks confronting 
democracies, but unfortunately, it is as important to address it effectively now as it 
has ever been. Enhanced information and decision support systems have been 
identified as critical to enabling our societies to effectively deal with the new military 
threats which currently confront them, and Agent Systems employing AAMAS 
technology are in our opinion one of the best candidates for providing these new 
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systems. In this paper, we identified some of the issues which differentiate the task of 
constructing a system for use in the military domain from the task of system building 
in science and commerce, where to date Agent applications seem to have been most 
successful.  

These issues included things such as :  
• The need to overcome the organizational structures particular to the western 

military 
• The particular operational environment of computing systems on the battle 

field  
• The need to embrace uncertainty, complexity and heterogeneity  
• The need to understand the adversarial nature of military operations  
• The need to recognize the primacy of the human in military affairs.  

We would recommend consideration of these issues to anyone thinking of employing 
multi-agent systems in the military domain. Our future activities in this area should 
drill down and map mature agent technologies that can address gaps in military 
information systems and identify emerging agent technologies that promise to 
significantly improve the desired properties outlined in this paper. 
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Abstract. French coastguard missions have become increasingly varied
implying new challenges such as the reduction of the decision cycle and
the expansion of available information. Thus, it involves new needs for
enhanced decision support. An efficient situation awareness system has
to quickly detect and identify suspicious boats. The efficiency of such
a system relies on a reliable sensor fusion since a coastguard uses sen-
sors to achieve his mission. We present an innovative approach based on
multi-agent negotiation to fuse classifiers, benefiting from the efficiency
of existing classification tools and from the flexibility and reliability of a
multi-agent system to exploit distributed data across dispersed sources.
We developed a first prototype using a basic negotiation protocol in order
to validate the feasibility and the interest of our approach. The results
obtained are promising and encourage us to continue on this way.

1 Situation Awareness Challenge for a Maritime
Supervision System

In France, maritime security is provided by regional operational monitoring and
rescue centres called CROSS1. They are in charge of the surveillance and rescue
coordination, navigation safety, traffic and pollution surveillance, coordination
of fishing police missions and fishing effort control, etc. This operational or-
ganisation depends on the cooperation of the entire sea, air and land branches
of maritime authorities such as the coastguard2, national navy, customs and
maritime Affairs. In addition, responding to CROSS entreaties, the coastguard
operates national defence and general police in sea missions including looking for
1 Centres Régionaux Opérationnels de Surveillance et de Sauvetage. Although a

CROSS centre is a civil entity, it is mainly composed of military staff and equipments
to carry out their missions.

2 In France, the coastguard is a specialized branch of the national Gendarmerie, filling
missions for the benefit of the Chief of Staff of the navy.
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and recording breach of laws, decrees and regulations, restoring and maintaining
law and order, and also participating in operations concerning traffic protection,
rescue and assistance of people in danger.

Therefore, coastguard missions have become increasingly varied such as re-
sponses to boat people, maritime pollution, and fish poaching; and a coastguard
officer must maintain a general awareness of the supervised sea zone, yet focus
on relevant contextual information when making decisions, without distraction
from peripheral events in an ever-changing, uncertain environment. Decision cy-
cles have shortened and available information has expanded. To meet these chal-
lenges, the officer needs enhanced decision support. Yet providing this automa-
tion becomes increasingly difficult as uncertainty increases. While the volume
of raw information available to make decision at all levels is rapidly increasing,
its coordination and dissemination as useful information becomes far more dif-
ficult, leading to “information overload”. Data is often fragmented, uncertain,
and distributed across different sources.

To address these issues, an efficient situation awareness system must provide
information about the status, attributes and dynamics of relevant elements at sea
(such as fishing boats, vessels, yachts, battleships, oil slicks, . . . ). It also needs to
include the classification of information, providing the basic building blocks for
comprehension of the current situation. This comprehension encompasses how
supervisor agents combine and interpret information. Thus, it includes more than
perceiving or processing to information; it includes the integration of multiple
pieces of information and a determination of their relevance to the underlying
goals: target detection and identification. Situation Awareness is understood as
a complex system composed of a set of semi-autonomous objects, physical (e.g.
boat) or abstract (e.g. a software component in which the shape of a boat can be
handled), having certain goals and operating to achieve a common goal. Recall
that information is collected by different sources at different times. Situation
is a notion of a dynamic nature and that is why input information may have
different time stamps. As a rule, objects have different dynamics and therefore
components of the collected information have different life times. Combining
such information is a theoretical issue. Up to now, each type of information
(signal, image, data base, . . . ) has been processed on the basis of an appropriate
and distinct approach.

Therefore, for future maritime supervision systems, an in-depth understand-
ing of the officer cognitive processes must be achieved, coupled with innovative
approaches for real-time information fusion at all levels, including multimedia
and multi-modal information from different distributed sources that include huge
amounts of uncertainty and noise. Such cognitively congruent systems will pro-
vide an intuitively understandable common operational picture for enhanced
situation awareness. Our hypothesis is that the way to address the issues of in-
formation fusion at different levels is through negotiator agents that operate on
classifiers outputs in order to detect and identify suspicious boats.

This paper presents our approach based on multi-agent systems and classi-
fier fusion. It gives the modelling of our problem in a multi-agent system. A
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description of our prototype architecture follows, before giving an overview of
its implementation and initial results. In section 6, a short overview of related
work is presented. Finally, we conclude and propose the key issues for further
research to design an efficient system for the identification problem.

2 Our Approach

In our application, to identify suspicious boats, the coastguard has several sen-
sors available. These sensors are distributed and according to the sensor type,
produced data are used to obtain different environmental information. To ac-
commodate our identification requirements, different classification tools are de-
veloped in parallel, processing each information source enabling a coastguard
officer to make a decision with the system support proposing possible solutions.
There is a potential benefit to be gained by combining the results of different
classification tools to maximize the advantages of each one while at the same
time minimizing the disadvantages. This fusion scheme promises to deliver a re-
sult that is more accurate than the best possible result of any one tool employed.
A number of methods have been developed for classifier fusion, essentially, there
are two general groups of classifier fusion techniques [1]. The first group corre-
sponds to methods operating on classifiers, emphasising on a development of the
classifier structure to find a single best classifier or a selected group of classifiers
and, only then, are their outputs taken as a final decision or for further process-
ing. The other group consists of methods operating mainly on classifiers outputs,
where the combination of classifiers outputs is calculated. Since classifications
obtained are considered reliable enough, this second group of fusion methods
was chosen.

Since sensors are distributed and a classifier is linked to a sensor, the use of a
Multi-Agent System (MAS) seems to be a reliable method to exploit distributed
data across different sources as in the case of distributed decision making process.
Indeed, a MAS is a suitable answer when the solution has to combine, at least,
distribution features and reasoning capabilities. An other motivation for using
MAS lies in the fact that voting, and more generally automated negotiation,
is considered as a classifier fusion method based on classifier outputs. MAS is
well known to facilitate such negotiation at the operative decision making level.
Therefore, our work focuses on using a multi-agent negotiation to do classifier
fusion for an identification problem.

3 Agentification

How the problem is transposed in a MAS problem is a very important aspect
when designing such a system. The agentification has an influence upon the
systems efficiency in solving the problem. It turns out that the way to agentify
a problem is a question of methodology. Therefore, in this section, we describe
the elements and constraints taken into account in the modelling and the model
itself.



Enhanced Maritime Situation Awareness with Negotiator Agents 17

Sensor functions can not be factorized or decomposed in our problem because
we are not allowed to modify the sensors. Therefore, the agentification corre-
sponds, at most, to the physical aspect: an agent represents a sensor. Neverthe-
less, some sensors can be switched over several modes. Each mode is independent
from the others and a sensor operates in one mode at a time. This specific work-
ing allows us to define an agent per sensor mode, when possible to do so. Thus,
we have a classifier per sensor mode. The classification process corresponds to a
classification-identification capability linked to information on the environment
which is provided by a sensor. Furthermore, one sensor provides this information
once per mode. Therefore, the classification process corresponds to an agent ca-
pability and so there is an agent per sensor or sensor-mode when the sensor has
several modes. In addition, to fuse classifiers, an automated negotiation process
is used so that agents are considered as negotiators. This implies a negotiation
capability and, in particular, an ability to evaluate alternatives e.g. submitted
solutions.

The allocation of the sensors is mission-dependent and predefined configura-
tions exist according to the type and the objectives of the mission. The coast-
guard officer then defines the sensors to use and these sensors are allocated to
coastguard analysts. A coastguard analyst manages at least one sensor. He as-
sists the officer in his identification task by providing him with information and
precisions, such as visual information. The officer can also ask analysts to modify
some sensor parameters, such as the mode, the direction or simply an update.
Since the identification is supported by the officer as well as by the analysts, a
classifier fusion occurs at the analyst’s level and then the officer makes a deci-
sion. Accordingly, the negotiation process intervenes between the analysts, the
experts on their sensors. In this context, the officer plays the role of negotiation
initiator considering that he manages the overall process of identification but
doesn’t directly deal with sensors.

The modelling is based on the concepts of agent-group-role defined in the
methodology Aalaadin [2]: a group is composed of several agents and an agent
can belong to several groups; a role represents a function, a service or an identi-
fication of an agent in a particular group and each agent can be endowed with
several roles. This methodology enables us to represent the effective organisation
of the coastguard identification process. Figure 1 illustrates the agent model ac-
cording to this methodology. The group structure identifies the overall roles and
interactions in a group and the organisational structure specifies the problem
in a general way. We decided to form groups according to the mission stages
in the identification problem beginning with the mission configuration through
to the identification itself. Therefore, a configuration group is defined with the
following roles:

– Officer role, identifying the coastguard officer who manages and creates, in
a way, the sensor manager but also sensors to be managed by himself;

– Sensor manager role, identifying the analyst who “creates”, in turn, the
sensors to be managed, and manages them;

– Sensor role to identify a sensor.
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The classification task is represented in the classification group where there are:

– Analyst role, to identify the analyst who will receive sensor classifications;
– Classifier role for the classification function and to provide the results to the

analyst.

And finally, the negotiation group is composed of:

– Initiator role, to initiate the negotiation, providing alternatives to the nego-
tiators in order to get an identification;

– Negotiator role, the negotiation function.
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Fig. 1. Organisational structure of the identification problem. A Representative link
joins two roles and corresponds to an agent that will have these roles.

Furthermore, in Fig. 1, there are representatives as specified in the Aalaadin
methodology. These representatives identify the agents of our problem, linking
the roles characterizing an agent. Thus, we have three types of agents:

1. Officer agent with the officer and the initiator roles. In addition to these roles,
the officer agent can have the analyst role since the coastguard officer can
manage sensors and so, assumes the roles of the analyst and the negotiator;

2. Analyst agent with the analyst, the sensor manager and the negotiator roles;
3. Sensor agent with the sensor and the classifier roles.

Therefore, our agentification follows the identification mechanism used by the
coastguard. Actually, we represent the various actors as agents performing their
roles. The agent representing a sensor acquires information, the processing of
which provides a classification of possible identifications. The others agents are,
first, the officer, defining the mission configuration, i.e. the sensors to be used,
initiating the negotiation in order to determine the final classification or iden-
tification and also able to manage sensors and to negotiate, and, second, the
analysts, managing sensors, recovering their classification and negotiating.
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4 Architecture

Our agents are autonomous and intelligent entities and they also have some
mental components such as knowledge, capabilities and goals. To be more precise,
our agents’ components are as defined in CLAIM language [3]:

– knowledge to represent information on the other agents or on the agent’s
environment (his world);

– goals, the agent’s objectives;
– messages, a queue for storing arrived messages;
– capabilities, the agent’s actions he can perform to achieve his goals or he can

offer to an other agent;
– processes to represent the agent’s processes executed in parallel;
– parent and agents to represent a hierarchical relationship. Indeed, a MAS

CLAIM is a hierarchy of agents. Thus, an agent’s parent is his creator and
an agent’s (sub-)agents are the agents he created.

Actually, a processes component is required since a sensor agent processes data to
provide environmental information in parallel to its classification task. Moreover,
an agent may create new agents. Dynamic creation of the agents is useful in
our application. For instance, the officer may create a team according to the
configuration of his mission. This implies a kind of hierarchy between the agents
in the system such as a “parent-child” relationship. Furthermore, the agents
communicate with each other to exchange information, to appeal a capacity and
so on. Consequently, we choose a message-passing communication which requires
a messages component.

Since sensors have a permanent task of analysing the environment, our agents
need processes to be executed in parallel to the classification task. This last

Fig. 2. The system architecture
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property requires us to take into account the mobility aspect of the agent. Indeed,
if the computation is large, it could be useful to be able to dispatch the load
over several machines. Figure 2 shows the system architecture which is inspired
by the SyMPA architecture [4].

5 Implementation and Initial Results

A prototype based on the system architecture described above has been de-
veloped with the Himalaya framework [4]. This framework is composed of the
SyMPA platform and supports the Claim language as an agent oriented program-
ming language. We defined three classes of agents: officer, analyst and sensor.
These agent classes implement the agents’ components described in section 4.
In particular, there are the capabilities required in the agent model described in
section 3:

1. Officer agent class capabilities:
(a) createTeam: enables an officer agent to create a team according to the

mission configuration enabling the officer agent to play his officer role.
Note, a team is defined giving the analyst list to create with the sensor
types they will manage;

(b) proposeAlternatives: enables the officer agent to play his initiation role,
providing alternatives to the analysts in his team;

(c) solve: since a voting protocol is used, the officer agent applies the election
rules defined by the chosen protocol to get an identification according to
the votes of the analysts;

2. Analyst agent class capabilities:
(a) createSensor : enables an analyst agent to create the sensors the ana-

lyst will manage according to the types provided by the officer. This
capability enables the analyst agent to play his sensor manager role;

(b) classification: enables an analyst agent to provide his classification to
the officer according to managed sensor classifications;

(c) vote: enables an analyst agent to evaluate the alternatives given by the
officer agent in order to vote, hence,to play his negotiator role;

3. Sensor agent class capability:
(a) classify : enables a sensor agent to compute a classification according to

the processed information on the observed target.

Other capabilities are defined to update the agent’s knowledge such as sensors
classifications or votes of the analysts. Moreover, the officer agent has a goal
corresponding to getting an identification.

To start, in this prototype, an analyst agent will only manage one sensor
at a time to simplify the problem: to avoid the fusion of the sensor classifiers
and so to focusing on the negotiation between the analysts. Figure 3 presents an
analyst and the sensor he manages. A very basic and simple negotiation protocol,
a truthful voting protocol, is used. This protocol is the Borda protocol: each
alternative is assigned a count based upon the agent’s preferences on a list of O
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Fig. 3. Screen shot of part of the prototype: an analyst agent on top and the sensor
he manages down below

alternatives, |O| for the preferred alternative, |O|−1 for the next one and so on.
The counts are then summed for all agents, the winning alternative being the
one with the highest score. Therefore, according to the sensor classifications, the
analysts will give the Borda count to the officer. Then the officer will sum the
scores and obtain an identification for the observed target.

Preliminary tests have been realized using classifiers elaborated according
to each sensor and with support from sensor operational experts. We tested
about 20 scenarios with mission configuration using several sensor types and
so sensor agents. The tests have been compared to the real target identity and
we obtained an identity ranked 4th on average amongst more than 20 possible
alternatives. Therefore, using a very basic and simple negotiation protocol, we
obtained reasonable results although they are not acceptable for our application.
Nevertheless, the use of more sophisticated protocols should enable us to obtain
much better results, hence, a much more efficient system.

6 Related Work

Many works on sensor fusion exists but only few of them use MAS or a decentral-
ized method to fuse sensor information. In [5], a meta-classifier uses the results
of classifications produced by other classifiers in a MAS to fuse information.
The agents defined are not representing data sources but several entities with
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specialized roles and cooperating to perform the information fusion. In [6], the
sensor fusion is performed using a multi-layer linguistic inference method and
the agents give a local decision considering an agent is an expert capable of lower
level fusion to suggest recommendations for the global decision-maker. An other
approach based on a decentralized fusion is presented in [7]. This approach is
based on a target identification algorithm for fully connected networks in which
local target identity estimates at each node are directly calculated as either a
posteriori probability distributions or Dempster-Shafer bodies of evidence. The
most relevant work is the design and implementation of a target identification
system based on a MAS where agents correspond to sensors and where sensor
fusion is performed by a consensus method fusing classifiers linked to sensors
[8]. The classifier fusion is achieved by a search algorithm based on a numerical
method computing the euclidean distance between specific measures, in order to
rank the alternatives. This work inspired us in the elaboration of our approach
and prototype because of the similarity of our objectives and the efficiency of this
system. However, SMA2 system lacks flexibility and doesn’t take into account
the interactions between the final decision-maker and the sensor managers.

7 Conclusion and Perspectives

For future maritime supervision systems, the development of systems supporting
decision makers in maintaining a general awareness of the supervised zone is a
key issue. In particular, since an officer is facing a large amount of information
and a shorter time to decide, the support system must provide the most rele-
vant information available. To propose a solution to this problem, we presented
an approach focused on sensor information fusion. The aim is to combine the
benefits and efficiency of existing classification tools. Moreover, since sensors are
distributed entities and the appropriate classifier depends on the sensors, we
combined fusion and MAS. Therefore, using a negotiation protocol as a fusion
tool in a MAS, we obtained a flexible system: the negotiation protocol is a pa-
rameter of the system. The results we obtained with a very simple negotiation
protocol encourages us to continue in this direction. Indeed, the identifications
we obtained are not so far from the real identity of the target. Therefore, to
design an efficient system for this identification problem, the next steps of our
study are, first, to improve the negotiation protocol taking into account informa-
tion available on sensor classifications and, second, to deal with the management
of several sensors by an analyst, taking into account the dependencies between
sensor and/or analyst’s information.
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Abstract. This paper outlines the application of Bayesian technologies to CSF 
(Critical Success Factor) assessment for parsimonious military decision making 
using an agent-based decision support system.  The research referred to in this 
paper is part of a funded project concerned with Smart Decision Support 
Systems (SDSS) within the General Dynamics led Data and Information Fusion 
Defence Technology Centre Consortium in the UK. An important factor for 
successful military missions is information superiority (IS). However, IS is not 
solely about minimising information related needs to avoid information 
overload and the reduction of bandwidth. It is concerned with creating 
information related capabilities that are aligned with achieving operational 
effects and raising operational tempo. Moreover good military decision making, 
agent based or otherwise, should take into account the uncertainty inherent in 
operational situations. While efficient information fusion may be achieved 
through the deployment of CSFs, Bayesian Belief Networks (BBNs) are 
employed to model uncertainty. This paper illustrates the application of CSF 
enabled BBN technology through an agent based paradigm for assessing the 
likelihood of success of military missions. BBNs are composed of two parts the 
quantitative and the qualitative. The former models the dependencies between 
the various random events and the latter the prior domain knowledge embedded 
in the network in the form of conditional probability tables (CPTs). Modelling 
prior knowledge in a BBN is a complex and time consuming task and 
sometimes intractable when the number of nodes and states of the network 
increases. This paper describes a method that enables the automated 
configuration of conditional probability tables from hard data generated from 
simulations of military operational scenarios using a computer generated forces 
(CGF) synthetic environment.  

1   Introduction 

In complex domains such as warfighting, military decisions need to be made based on 
up to date, relevant and timely information. Failing to acquire relevant, timely and 
reliable information reduces the likelihood of success. Information however could 
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become a burden if it is supplied uncontrolled, in large quantities. Therefore it is 
important to be able to fuse and process relevant information efficiently through 
automation. Automation can be used at each stage of the process, from the 
acquisition, fusion to the processing. Our aim in this paper is to focus on the 
processing of information in order to assist the decision maker. For this task we 
employ a decision theoretic approach named Bayesian Belief Network. The 
correctness of the reasoning made with BBNs is analogous to the quality of 
knowledge that they encapsulate. Therefore, it is important that the knowledge that is 
incorporated in the BBN model evolves at the same pace as the domain that is 
modelled. This requires a continuous learning process which can be achieved through 
machine learning.  

Information in the military domain is characterised by many uncertainties that 
should be modelled in order to maximise effectiveness. BBN is a mature method 
applied in numerous domains where uncertainty is a predominating factor [4]. In 
recent years BBNs have become increasingly recognised as a potentially powerful 
solution to complex risk assessment problems [4]. Because uncertainty is a property 
that characterises many domains, BBN technology has become very popular. 
Example applications include decision support, medical diagnostics, troubleshooting, 
risk analysis, safety assessment and image processing.  

However despite their many advantages BBNs suffer from one major 
disadvantage, the modelling of prior domain knowledge as conditional probability 
distributions. This problem lies in the heart of Bayesian probability theory. The 
number of probability distributions required to populate a conditional probability 
table (CPT) grows exponentially with the number of nodes involved [2][3]. In the 
absence of hard data, we must rely on domain experts to provide, often subjective 
judgements to inform the CPT.  However, if the table is to be populated through 
knowledge elicited from a domain expert then the sheer magnitude of the task forms a 
considerable cognitive barrier. For instance, consider a model that has two parent 
nodes which converge to a third child node in a Y shape; and, if  each node has five 
states ranging from very low to very high then the CPT for the child node would have 
125 states. This is not an impossible number to elicit but due to experts biases 
inconsistencies will arise. If the number of states increases to seven then the 
elicitation becomes impracticable. The problem and challenge is not new. It has been 
addressed by Druzdzel [2], Takikawa [13] and Wellman [14]. Approaches exist that 
attempt to reduce the complexity of the problem such as Noisy-OR model proposed 
by Pearl [9]. However this approach assumes that the parent nodes are conditionally 
independent of each other and there is negligible inter-parent influence towards the 
child node. Lemmer and Gossink [5] advanced the Noisy-OR approach by 
overcoming the independence requirement among parents. However their approach is 
restricted only to binary nodes (only two states). Alternative approaches concentrate 
on minimising the effort required by domain experts. Our approach, based on 
statistical measures, inductively calculates the conditional probabilities from hard data 
that is obtained from CGF simulations of military scenarios.  This paper is organised 
in four sections. Initially we introduce the notion of uncertainty through BBNs and 
their application to CSF assessment, the underlying concepts of military decision 
making are illustrated, the architecture of a system employing the approach is 
explained and finally the approach is described. 
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2   Military Decision Making  

Commanders rely on the support of experienced, highly trained and capable staff 
officers in order to make informed decisions. Similarly for any smart DSS to be of real 
value, it must support commanders’ intuitive decision making. Increasingly in the 
emerging NEC (Networked Enabled Capability) era, the use of artificial intelligence 
techniques in DSSs that fully integrate the human dimension will facilitate better informed 
decision making; ultimately, resulting in more timely and appropriate effects [10]. 

The primary aim in a decision making process is to reach the best available 
decision using timely, fused, pertinent and prioritised information well before the 
enemy with the minimum resources. In order to achieve this, modern decision making 
processes integrate human and machine capabilities to improve efficiency and 
effectiveness. Our approach integrates military domain expertise with a powerful 
reasoning technique (BBN) to assist commanders in achieving the intended outcome 
with reliable, efficient and timely supply of information. Information dominance/ 
superiority however is characterised by the superior generation, manipulation and use 
of information [8]. Timeliness is critical. Information is gathered about an enemy in a 
given set of circumstances. The friendly commander will make his plan based on the 
enemy’s activities and must execute it before the situation changes to the extent that 
his plan becomes increasingly inappropriate and is eventually invalidated. Therefore it 
is important for an automated system that assists this task to incorporate up-to-date 
information regarding the domain. Such a system should include military domain 
knowledge that evolves in accordance to the domain that it models. Manually 
updating the encapsulated knowledge in the BBN model is unrealistic. As a result we 
employ a CGF simulation tool, i.e. VR-Forces, in accordance with a training agent 
that automatically configures the model with the required knowledge based on data 
generated via simulation. 

Key to the whole process is understanding the needs of the customer. ‘Customer 
buy-in’ is essential to imbuing potential users - the commander - with trust in the 
system such that it is perceived as a useful decision support tool to whose 
development he is willing to contribute and encourage his subordinates to the same. 
Subject Matter Experts (SMEs) in the warfighting domain are key to informing our 
investigation and numerous SME workshops continue to enhance our knowledge to 
this process. Our SME workshops and subsequent analysis revealed the critical 
information requirements considered essential for commanders during the decision 
making process. These fused information requirements, which constitute the CSFs, 
are fundamental to determining the CSFs’ state for a mission, and need to be 
monitored constantly throughout the execution of a military scenario [6][11]. BBN 
technology is employed to model the uncertainties influencing the CSFs. Findings 
from the initial domain analysis were used to construct the BBN networks to assess 
the CSFs. In this paper BBN technology is employed to assess a single CSF, i.e. 
Relative Strength, to illustrate the concept. 

3   Uncertainty Modelling with Bayesian Belief Networks 

Uncertainty has been an integral part of every complex system. In the early days 
due to the constraints of early probability modelling which required either the 
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specification of intractable number of parameters or the assumption of unrealistic 
set of independence relationships among influences, it was impossible to apply it in 
any realistic problems.  Recently, due to the advances in uncertainly modelling with 
the support of graphical modelling and powerful inference algorithms that managed 
to overcome the computational complexities involved, decision makers are able to 
use probability theory in their systems by incorporating qualitative and quantitative 
information in a single model.  

Bayesian belief networks are an established methodology that enable the modelling 
of uncertainty. It has recently gained widespread use due to the introduce- tion of 
powerful algorithms that enabled the exploitation of their capabilities [9]. A Bayesian 
network is a directed acyclic graph that describes probabilistic relationships among 
random variables of interest. The representation rigorously describes these 
relationships, through a human oriented qualitative structure that facilitates 
communication comprehensibility by users and a quantitative part incorporating the 
probabilistic model. Probabilistic inference can be performed using the BBN model to 
predict the outcome of variables based on the observations of others. The next section 
illustrates the BBN model used to assess a single critical success factor, named 
Relative Strength. 

4   BBN Model for Relative Strength Assessment 

Based on the influencing factors identified through domain analysis we developed a 
set of BBN models to assess a number of CSFs. The BBN model that assesses the 
probability that Relative Strength is satisfactory/adequate/unsatisfactory is illustrated 
here. The qualitative part of this model is depicted in fig 1. Each node corresponds to 
a random variable and is described by a number of states that the variable could have. 
Arcs between the various nodes define the relationships between the variables 
(dependencies). These arcs never form cycles between nodes in order to comply with 
the underline principles of probability theory. Therefore these are called directed 
acyclic graphs DAGs. 

BBN strength resides in the integration of the qualitative with the quantitative 
parts. Therefore as already stated we need to populate the CPT of Table 1 based on 
SME knowledge. Each random variable depicted as a node in the model, is described 
by the conditional probability function of that variable given the parents in the graph, 
i.e., the collection of conditional probability functions {f(xi | pa (xi))}. The underlying 
assumptions of conditional independence encoded in the graph allow us to calculate 
the joint probability function using equation (1): 
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The next section explains how this BBN is trained with hard data obtained from 
simulations before it is employed to predict the status of the required information. 
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Fig. 1. Qualitative representation of BBN that assesses relative strength 

Table 1. Quantitative representation of a BBN that assesses relative strength 
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5   Learning Bayesian Belief Networks 

Learning is necessary in domains that are constantly evolving. In order to make 
effective decisions using BBNs, it is important to incorporate in the model the most 
up-to-date knowledge. Knowledge in BBN is represented in both the qualitative and 
the quantitative parts of the model. The qualitative part corresponds to medium to 
long term changes in the domain while the quantitative to short term changes. Our 
focus in this paper is in the evolution of the quantitative part of the model which 
represents the CPTs of the model. Population of the CPTs however is difficult. When 
the networks are small it is possible to consult SMEs to define the CPT values. 
However this is not an easy task since domain experts are difficult to find and most of 
the times they do not reach a consensus due to bias and preoccupations. This presents 
a challenge. ‘Customer buy-in’ can be reinforced if parameters of learning are 
sufficiently bounded to ensure a high degree of confidence in the veracity of the 
learning.  This implies the need for a vast number of ‘learning experiences’ in order to 
produce a reliable process, which in turn ideally requires input from many SMEs with 
as close a consensus as possible; hence the use of scenarios or vignettes which are 
most likely to achieve consensus in a given population of SMEs.  

In order to overcome the problem of SME subjective bias, the requirement for 
automated CPT population either from data is obvious. In the case that the data is 
available and the structure of the network is known then the CPTs can be populated 
using a number of candidate approaches such as machine learning, statistical 
techniques or data mining. In the case that the data is incomplete but the structure of 
the network is known the problem becomes a bit more complex since it is necessary 
to predict from incomplete data for all variables the probability distributions for all 
variables. There are numerous approaches for achieving this. One of the most popular 
is Expectancy Maximisation (EM) algorithm [1]. In our case we have complete data 
that is generated from a CGF synthetic environment and the structure of the BBN is 
derived from initial domain analysis (CSF influences). A detailed description of the 
approach is described the following section. 
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6   Agent Based Learning 

The purpose of the learning agent is to train the BBN models based on simulations of 
past military scenarios (fig 2). To achieve this we employ a CGF tool named VR-
Forces, which is a powerful and flexible simulation software product for generating and 
executing battlefield scenarios [7]. It provides all the necessary simulation to be used as 
a tactical leadership trainer, threat generator, behaviour model test-bed, or Computer 
Generated Forces (CGF) application. Throughout simulation of each operational 
scenario we monitor (using the tool’s API) the parameters that are important for 
achieving the overall objective of a mission. These were identified through domain 
analysis and constitute the influences to the critical success factors of each scenario. In 
this paper we concentrate on relative strength of the friendly units. The main influences 
to relative strength are fire power ratio and relative morale. The former can be obtained 
from VR-Forces by monitoring the fire power of the friendly and enemy units and 
subsequently calculating the ratio by using the following equation:  

PowerFireEnemy

PowerFireFriendly
FPR

__

__=                                     (2) 

Relative morale corresponds to the ratio between the friendly and enemy’s forces 
morale. This is an SME specified subjective measure and is entered into the system 
manually for each scenario.  In the deployed system, this might represent the need for 
the application of the commander’s military judgement on a qualitative factor to a 
scenario which has insufficient data available to give a trustworthy indication, in 
which the commander can believe. After simulating the various scenarios and 
obtaining the required data the training agent inductively generates the CPTs of each 
of the BBN models.  The trained BBN models are subsequently used by the reasoning 
agent during execution mode (real operations or war gaming) to assess the 
 

 

Fig. 2. Agent based decision support system architecture 
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probability of each CSF being satisfactory. Evidences obtained from observations 
during the simulation of a scenario in VR-forces (fig 2) are propagated down the BBN 
models to give rise to the probability of success. 

7   Scenario of Use 

The scenario employed to illustrate the approach is a land-based “Breach” scenario. 
The intent of the friendly units is to clear a minefield prior to destroying a target. In 
order to achieve this, a number of armed friendly vehicles firstly attack the enemy 
armed vehicles which are guarding the minefield. When this is achieved the mine 
clearance vehicle proceeds and creates a path from which the friendly units can pass. 
A diagrammatic representation of the scenario is shown in fig 3 using VR-Forces. 
Square shape entities correspond to friendly armed vehicles and diamond shape 
entities to enemy armed vehicles. Friendly units on the left bottom corner are 
advancing towards the enemy units on the right top corner. The anti-tank minefield in 
between is represented with a doted rectangle. Single headed arrows describe the axis 
of attack and double headed arrows the main attack.  During simulation the entities 
act semi-autonomously according to predefined Courses of Action specified in the 
scenario.  

 

Fig. 3. Breach scenario in VR-Forces 

8   The Method 

The method employed for populating the CPTs is based on statistical measures on 
data obtained from the simulations. In this paper we are focus on the assessment of 
the “Relative Strength” CSF. This is influenced by two parameters the fire power 
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ratio and relative morale determined through a series of SME workshops [12]. These 
two influences are collated into one equation for calculating relative strength, as 
shown below:  

Relative Strength=FPR * Relative Morale                               (3) 

To calculate the prior conditional probabilities of the CPT we use the data generated 
from the VR Forces scenario simulations. Initially we simulate a scenario using VR 
Forces a number of times with different variations. During each time step of the 
simulation we monitor the fire power of the friendly and enemy forces and calculate 
FPR (Fire Power Ratio). The graphical representation of this is shown in fig 3. Based 
on the FPR and in conjunction with a user defined setting of relative morale we 
calculate the relative strength based on equation (3). The result of this function is 
plotted and shown in fig 4. According to the level of granularity that we wish to 
model the problem, the analogous number of states are defined in the BBN nodes. 
The prior probabilities are calculated based on this number of permissible states and 
their associated thresholds. In this case the number of states for relative strength node 
are {“not satisfactory”, “adequate”  “satisfactory”}. For FPR is {“Good”, ”Medium”, 
”Bad”} and relative morale is {“High”, “Medium”, “Low”}. Based on these we 
require two thresholds as depicted in fig 4. The number of observations above the 
threshold are used to calculate the probability that relative strength/FPR is in 
Satisfactory/Good states analogously in accordance with equation (4). Letter “N” 
represents the total number of observations obtained from the simulation of the 
 

 
 
 
 
 
 
 
 

 
 

 
 

 

Fig. 4. Graphic representation of relative strength (top) and FPR with thresholds values and 
corresponding states 
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particular scenario. Likewise, the number of observations between thresholds one and 
two defines the probability of relative strength/FPR being in Adequate/Average states. 
Similarly for observations below threshold two define the probability of Relative 
strength/FPR being unsatisfactory/bad states. 
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To calculate the prior probabilities of FPR we repeat the process with variations of 
the same scenario and calculate the frequencies as shown in Table 2. 

To calculate the prior conditional probabilities of Relative Strength we repeat the 
process with different SME approved settings of relative morale for the same 
scenario. Relative Morale settings take values between [0,2]. Zero represents low 
relative morale (enemy’s morale higher than own) and two equates to high relative 
morale. The results after thresholding the observations are collated in a matrix 
 

Table 2. Prior probability distribution of FPR 
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Fig. 5. Calculating prior conditional probabilities for Relative Strength CSF 
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Table 3. Collated results of initial probabilities for Relative Strength and FPR with various 
setting of  Relative Morale 

      

2 0.25 0.30 

1.8 0.25 0.29 

1.6 0.25 0.28 

1.4 0.25 0.27 

1.3 0.25 0.26 

1.2 0.25 0.25 

0.9 0.25 0 

0.5 0.25 0 

0.2 0.25 0 

depicted in fig 5.  Based on these we can calculate the probability of relative strength 
being satisfactory given FPR is bad and relative morale is either high/medium/low. 
This corresponds to the third column of table 3. The process is repeated with 
variations of the same scenario were FPR is in medium and good states in order to 
calculate the probabilities for the remaining columns of the CPT table. For instance to 
calculate the prior conditional probability of relative strength being satisfactory given 
relative morale is high and FPR is bad using equation 5, we sum the probabilities of 
relative strength which  are satisfactory based on relative morale settings which are 
above threshold one. The sum is divided by, A, the total number of scenario variations 
defined by the number of morale settings. 

A

TtfP
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9   Results 

After 12 simulations of the “Breach” scenario in VR-Forces the conditional 
probability distributions converged to their true value and that determined the end of 
the BBN training process. Analysing the data using the method described we obtained 
the results depicted in table 2. Averaging the probabilities of relative strength being in 
“Satisfactory” state based on relative morale settings above threshold one and FPR 
being low we can obtain the probability that relative strength is satisfactory. 
Analogously we can calculate the probability that relative strength is satisfactory 
given fire power is low and relative morale is accordingly medium and high. Table 4 
illustrates the results obtained for part of the CPT. 
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Having trained the BBN with the data generated from the simulations it can be 
employed to predict the probability that relative strength is satisfactory at each time-
step of a new scenario simulation. Therefore, during scenario execution the system 
monitors the fire power of friendly and enemy units, computes the fire power ratio 
and uses that as input evidence to the BBN. Relative morale setting is also used as 
input evidence. Both evidences are propagated down the network that returns the 
required probability distributions for relative strength. 

Table 4. Results obtained for part of the CPT 
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Fig. 6. Running the BBN in execution mode of the scenario 

In the example depicted in fig 6 relative strength at time interval 27 is 1.4 
(adequate). Using this reading as input to the BBN it is possible to assess the belief 
probability that relative strength is adequate. In this particular case the probability of 
relative strength being adequate is 0.8. This gives the decision maker a confidence 
measure of the calculated Relative Strength CSF. 

10   Conclusions 

This paper has outlined and reported on the preliminary findings of an approach to 
support the military decision making process intended to improve the effectiveness 
and efficiency of the decision maker i.e. the commander. The principle behind the 
approach is the automated assessment of CSFs that are important to achieving the 
mission objectives and effects. Automation is realised based on BBN and agent-based 
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technologies. However, the difficulty of constructing the quantitative part of the 
BBNs hinders their effectiveness. Our approach overcomes this limitation through a 
statistical analysis of simulated results obtained from the ‘Breach’ scenario. Further, it 
overcomes the issue of temporal discrepancies between scenarios when calculating 
prior probabilities. The data generated from the CGF simulations is used to construct 
inductively the CPTs through a training agent. The trained BBN is applied 
subsequently to assess the confidence in the calculation of the Relative Strength CSF 
during the execution mode of a new scenario. SME qualitative assessment suggests 
that the initial results from the method are encouraging. The advantage this approach 
is that it can generate variety of scenario results using the CGF simulator; hence 
provide a broad range of training data. The training process is completed when the 
generated CPT values converge [15]. Alternative approaches are often pathological to 
the data limitation problem which could lead to biased CPT population. Although an 
approximation, the CGF simulator nevertheless provides a useful bounded 
representation of reality for experimental purposes. Further experimentation and SME 
validation are required to confirm suitability and acceptability of this approach, and 
are scheduled in the project’s research programme. Moreover, we are aiming to 
improve the technique by tackling situations in scenarios where the data is incomplete 
or missing.  
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Abstract. We propose an agent-based autonomic network control system that 
allows an agile mission group to reconfigure their network, while maintaining a 
high tempo, yet minimise their demands on signals staff.  Our architecture 
describes services that configure a device, and a hierarchy of networks, in terms 
of the contribution that each makes to networks of which it is a member, end-to-
end services provided to its users, and objectives assigned to it by the signals 
staff.  Agent-based services accept high-level direction from commanders, 
through signals staff, and cooperate to decide and enforce policies for the 
control of network configuration, services and traffic in support of the mission 
objectives and the changing needs of the users.  To experiment with services 
that implement our architecture, we created a testbed that provides emulated 
terminals as part of an emulated military network that can replicate the end-to-
end conditions present in a variety of wired and radio network environments. 

1   Introduction 

Agile mission groups are important to the conduct of military operations [1]. They 
rely on personnel and materiel that belong to different military units being able to 
form into a unified whole for the duration of a specific mission.  Group members 
must be able to communicate and cooperate with one another while commanders need 
to command and control their subordinates and coordinate actions.  They must also 
maintain a high tempo (rate of activity in relation to the enemy). 

During a mission, the combination of constraints (including very low bandwidth 
channels, high mobility, zero (or minimal) infrastructure and a very adverse 
environment) and success criteria (completion of the mission irrespective of network 
performance per user) make this a particularly challenging application domain. 

Current techniques require an off-line, manually-intensive process to plan a 
deployable network in detail ahead of use and then manage low-level automatic and 
manual configuration of network devices.  This is a cumbersome process, ill-suited to 
address on-the-fly changes if unpredictable adverse events occur during the mission. 

Against this background, we believe that an autonomic military radio network can 
provide significant advantages over a manually maintained network.  Such a network 
can self-configure, given its mission objectives, and reconfigure on-the-fly to 
maintain those objectives while supporting its users as effectively as possible, given 
the dynamic constraints that it experiences during the execution of a mission. 
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We are adapting emerging techniques in the fields of multi-agent systems [6, 7, 12] 
and distributed network management [4, 11] to the creation of novel communication 
systems for the military radio networking domain that are agile, flexible and effective. 

In particular, we believe that the nature of this domain will lead us to derive results 
regarding how multi-agent systems can be applied to improve the effectiveness and 
survivability of end-to-end network services in dynamic, hostile environments. 

Section 2 of the paper summarises the military application domain and proposes 
how agent technology can be exploited to useful effect.  Section 3 defines autonomic 
behaviour and summarises our autonomic network control system architecture.  
Section 4 is an overview of the experimentation environment, including the case study 
that we are implementing.  Section 5 provides conclusions and further work. 

2   Applying Agents to Agile Mission Groups 

A mission can be separated into a planning and preparation phase and an execution 
phase.  The commander will be assigned the mission and prepare a plan to meet the 
mission objectives, given the resources he has been assigned and the time available 
until the mission will commence [1].  The forces and materiel made available are 
briefed, or configured, for a role in the mission according to the commander’s intent.  
The resulting plan and formation may be refined repeatedly before deployment. 

During the execution phase, the formed agile mission group sets out to achieve the 
objectives specified by the commander’s intent according to, but not necessarily 
bound by, the agreed plan.  The communication system structure should be congruent 
with the command structure, which is expressed by the TASKORG. The mission is 
complete once the mission objectives have been (or cannot be) satisfied. 

In terms of the communication network, the commander can be assumed to have 
expert support from a signals officer and be able to call upon a number of skilled 
signallers to support his statement of intent and contribute to its satisfaction.  Given 
this, the following sections describe current techniques for managing military radio 
networks and suggest how agent capabilities can be exploited to improve on them. 

2.1   Review of Existing Practice 

The need for every networked radio device to be configured arises from features of 
modern radio communication platforms (e.g. Bowman, SINCGARS) such as secure-
voice, frequency-hopping, routing and delivery of data packets, support for multiple 
roles, authentication, and encryption.  The previous generation (e.g. Clansman) were 
limited to unsecured broadcast speech using interfaces defined in hardware. 

The current network management approach is a manually intensive off-line process 
that requires expert input from a planning cell throughout. While this is tolerable 
during planning and preparation, though cumbersome, it is ill-suited to execution 
where rapid replanning and dissemination may be required to respond to unforeseen 
events or transient conditions while maintaining pursuit of the mission objectives. 

The current process can be summarised by considering that there is a management 
terminal on a network running a planning application. This terminal enables the 
operator to input the location and properties of each of the network devices, the 
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network resources available to those devices, and the intended use of each of those 
devices and resources.  The terminal will perform an analysis of the input and create a 
number of potential network configurations from which the operator can select the 
most appropriate, according to his expertise and judgement.  Part of an individual 
device’s configuration (a number of alternate fills) can be applied directly over the 
network.  The management terminal also prepares fills that can be written to portable 
fill guns (data sticks) for manual application of device configuration information. 

This presents a potential single point of failure, so the planning application can 
partition the problem hierarchically.  This allows the planning and configuration 
activities to be distributed across the network and it permits configuration of a sub-
network to be devolved to applications on a terminal local to that sub-network. 

However, this requires an appropriately skilled operator at each local terminal who 
will communicate and collaborate with a number of peer and subordinate operators, 
and perhaps a supervisory operator.  The performance (e.g. responsiveness, accuracy 
or robustness) of the network management system is reliant on the ability of operators 
to agree on a plan, to schedule the roll-out of update configurations, and to apply a 
new local configuration in precise conformance with that agreement. 

Even in this case, errors and delays may propagate.  If the model in the planning 
application (or its input) has a flaw, or conditions change to invalidate assumptions or 
predictions, then the plan may be invalid on application, leading to a need for a 
reconfiguration during execution.  A new configuration must be created off-line 
(while the problem continues to affect the network) based on revised assumptions and 
predictions of network behaviour over some subset of the network devices, which 
may themselves be erroneous or invalidated by events when the new configuration is 
finally applied. 

The management applications are separated from the targets of control, so there is 
a risk that a flaw or event that inhibits automatic dissemination of configuration 
information updates to a subset of the network devices can prevent a consistent, 
complete reconfiguration.  This may create fragments that are out of automatic 
control, carrying an outdated configuration that can only be updated manually. 

2.2   Exploiting Agent Capabilities 

The management of a network in a dynamic and hostile environment presents a 
number of problems to which there is no static or single point solution.  No control 
system can accurately and instantly discover the global state of a network, deduce the 
ideal global state, and implement a change to the ideal state. 

Agents are not a magic bullet for this problem.  However, they can provide a more 
appropriate mapping between the control system and the system being controlled, and 
automate many of the resulting control mechanisms.  They can also accept delegation 
of those decision-making and collaboration functions that are more suited to machines 
than people, easing the burden on operators and providing a management system that 
can operate in an autonomic manner given appropriate high-level direction. 

Specifically, there is potential to create a synergistic relationship between the 
operator and the agent system that manages the network, such that the operator is able 
to concentrate on high-level decision-making regarding the objectives that the 
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network should satisfy, while the agent system is able to support and implement 
decisions more quickly, accurately and robustly under stress [6, 10, 13]. 

The operator can devolve those planning and configuration responsibilities, for 
which he has no need to remain in the loop, to the network devices themselves.  A 
community of agents on a device can ensure that the device behaves appropriately 
within its peer group and provides suitable information to inform management 
decisions and monitor changes and events.  A community of agents distributed 
amongst a peer group of devices can ensure that the group collaborates to achieve the 
objectives set for it by a superior (another agent or agent community, or an operator).  

Hence, the planning and configuration application is the network.  No additional 
off-line process is required to gather, deliver, model, decide and disseminate network 
configurations over the network.  The operator will still require a specialised terminal 
application in order to interact with the management system, however this application 
could be located at any suitable network device in any suitable location and it will 
provide on-line access to the agent system, part of which is running continually 
throughout the network whether supervised or unsupervised. 

In a similar way to that in which a surgeon can diagnose a medical condition from 
the symptoms of a patient, run tests to confirm the diagnosis and then treat, or 
perform surgery on, the living person, the agent system should enable the operator to 
diagnose network problems from symptoms and correct them to keep the network 
(and any separated parts) as viable and as capable as possible for as long as possible. 

Assumptions and predictions provided by operators and agents regarding network 
behaviour may not be perfectly reliable and the models held by the agents may have 
flaws, as might the inputs from the system.  However, given that there are no 
fundamental design flaws in the system as a whole, it is possible to design-in checks 
and balances to prevent a rogue agent, or operator, from imperilling the whole system. 

Since the agents on the network devices are close to the targets of control, issued 
corrections can be executed automatically and directly with no mandatory off-line 
replanning process required.  Fragmentation problems are eased since the smallest 
network fragment can control its own operation and reconfigure appropriately.  It may 
not receive any further high-level direction, however the operator can rely on the 
fragment to maintain itself according to its original goals and the latest directions that 
reached it.  Potential problems can be anticipated and managed until they are resolved 
on reintegration when the fragment will be able to report and collect new directions. 

The use of agents is a cost in terms of the processing and storage overheads on 
network devices and the communication overheads between them.  This is important 
since devices and networks in the military domain are designed for portability, 
robustness and resilience rather than computing power, raw throughput or efficiency. 

In military radio networks, bandwidth is the most limited and limiting resource:  it 
must be conserved at all times, used effectively, and preserved for critical messages.  
Also, its availability can vary dynamically and spatially in an unpredictable manner.  
A distributed multi-agent system approach to controlling the network must not add 
undue overhead or disrupt the progress of essential traffic through the network. 

There is likely to be a compromise necessary between the intent and the resources 
made available to meet it.  Military communications demands are intrinsically bursty, 
so there is a risk of intermittent transient events causing demand to exceed capacity. 
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Hence, the commander must articulate his priorities for the provision of information 
and communications services in support of the main effort expressed by his intent. 

3   System Architecture 

This section provides an overview of autonomic behaviour from the perspective of a 
military network and a high-level summary of our architecture for a network control 
system that can exhibit a range of autonomic behaviours.  The architecture defines the 
services that are required to plan, configure and maintain a network in an autonomic 
manner, given direction from one, or more, levels of a command hierarchy. 

3.1   Autonomic Behaviour 

The commander’s intent and priorities direct and inform control plane decisions 
through translation into policies that can be applied to influence control system 
behaviour and provide decision criteria where lower-level objectives conflict. [11] 

The benefits of an autonomic control system should emerge where it can make 
unsupervised choices of actions in response to stimuli from the users and from the 
environment such that it maintains the viability of the network on which it is resident 
and, more importantly, supports the successful achievement of the objectives 
expressed by the commander’s intent for the duration of a military operation.   

We adapted the IBM autonomic manifesto [9] to apply to military contexts by 
addressing the hostility of the environment and ensuring that human decision-making 
predominates.  Two important points are: 

• The autonomic network must be directed by, and always act in support of, the 
commander’s intent. 

• It should be able to override its own sense of self-preservation, or the preservation 
of its parts, in order to achieve the objectives assigned to it. 

For the purpose of implementing autonomic behaviours [10] within a network that 
acts as a telecommunications system in support of a military operation, we can 
summarise the essential responsibilities of the control plane of the system as: 

• Interpret the commander’s intent and provision of physical resources 
• Provide appropriate feedback and reporting 
• Satisfy the commander’s intent by distributing and maintaining a virtual 

communication system over the physical network that provides the autonomic 
behaviours identified in Fig. 1. 

Fig. 1 shows that self-configuration is the fundamental behaviour on which all of the 
others rely.  The act of protecting against an event, or healing after it has occurred, 
will involve a reconfiguration of the live system, while self-optimisation will rely on 
reconfiguration should it require changes to the system state.  Self-configuration is the 
mechanism by which the network is brought into existence.  Amongst its first tasks, 
the network must adopt a viable configuration in order to fulfil its purpose within its 
environment.  It must also be able to adapt into a new viable configuration, i.e. 
reconfigure, should its state, its purpose, or its environment change. 
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Fig. 1. Autonomic behaviours 

The balance expressed by self-maintenance can be expressed as the extent to which 
the system plans ahead to ensure its survival or simply reacts once an event has 
occurred.  For a military radio network, adverse events include variations in channel 
availability (or capacity), loss of line-of-sight, and the destruction of equipment. 

The response to an event may depend on the current state of the system, its mission 
objectives and the environment.  For example, if the delivery of a transmission is 
more important than the network remaining operational, then the control system may 
restrict its own management traffic and allocate all of its resources to that delivery.  
Alternatively, if network survival is more important, then it may drop user traffic. 

Self-protection implies that the system will consider possible adverse events and 
plan to mitigate, or take advantage, of their effects in order to preserve its integrity 
and/or mission.  Thus, the system may be able to avoid the occurrence, or mitigate the 
consequences, of an adverse event such that it does not endanger the viability of the 
system, or its achievement of its objectives. 

Self-healing implies that the system will reconfigure to restore its integrity and/or 
purpose to complete its mission once an event has taken place.  Healing may be the 
execution of a pre-planned response or an on-the-fly response based on the system’s 
knowledge about itself, its environment and its purpose within that environment. 

Unforeseeable events can be handled only by self-healing, however there will be a 
continual trade-off regarding foreseeable events.  It can be argued that protection will 
consume greater resources while healing carries greater risk for a known event.  It is 
possible for a single event to be addressed by both behaviours and for protective or 
healing action to lead to a further unforeseen adverse event. 

There is also a trade-off between robustness (through self-maintenance) and 
optimisation. We prefer robustness (and similarly prefer effectiveness over efficiency) 
due to the complex, unpredictable, and hostile nature of the military environment. 

3.2   Key Components of the Network Control System Architecture 

The network control system can be expressed in terms of network devices, each of 
which contains a collection of agents and software objects providing the services 
shown in Fig. 2. Four types of service are identified: a control service, a policy 
service, a user service and a factory service (not shown).  A factory service resides 
locally on a device and can create, destroy, and maintain instances of other services. 

A control service monitors and controls the operation of any service that is not a 
policy service.  A policy service encodes domain knowledge through which it can 
mediate the actions of any service.  It may supply policy, or a policy decision, on 
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request, or it may act independently of any request.  The target service must enforce 
the policy supplied, unless it conflicts with an existing policy of greater importance. 

A user service is a network resident service that responds to policy and control and 
provides characteristics that can be monitored.  It may advertise itself to other 
services and other services may request that it provide them with its service.  A user 
service specifies a generic service that may be customised to provide, or to support, 
any service that is directly, or indirectly, required by users of the network. 

We can consider that the policy service is responsible for determining what state 
the user service should be directed towards.  The control service is responsible for 
how the state of the user service is changed and maintained to achieve that state. 

Policy
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Request/
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Request/
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Fig. 2. Control of services mediated by policy 

A user, control, or policy service may be a device-local service (local refers to 
encapsulation within the device) or it may participate in a virtual service that resides 
across a group of devices: such a service belongs to the group and not necessarily to 
any particular member.  Virtual services are always remote (not wholly contained 
within the device) to other services, even to those resident on the same device. 

The architecture for the network control system can be expressed as the interaction 
between a number of local and virtual services as shown in Fig. 3. Device-local 
services maintain a virtual device (resident on a physical device) that is responsible 
for creating and maintaining pipes, each of which represents an end-to-end connection 
to another virtual device over the underlying physical network.  Virtual devices 
provide peer-to-peer communication with each other under the control of device-local 
services and regulate communication between users, applications and services. 

Virtual services exist distributed across this network by some composition of local 
services over groups of virtual devices.  Virtual services provide high-level policy and 
control services to the network control system and provide services that support 
interfaces between that system, the communication system (through the device-local 
services) and the administrators and users of the communication system. 

Device-local services have an interface that allows access to host-local services 
(those services provided by other software resident on the device), some of which 
may be services that allow access to the platform to which the device is attached.  
Low-level local services provided by the virtual device will allow limited access to 
the physical device’s characteristics and the physical network in which it participates. 

Administrative services allow an administrative user to express intent (high level 
objectives) for the network, to receive  status  reports on the  viability  of the  network 
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Fig. 3. Autonomic network control system architecture 

and its ability to satisfy its intent, and to receive and respond to requests for guidance 
from the network.  One important function of an administrative service that may be 
provided by agents is the conversion of a user’s intent into policy input for high-level 
policy services (though this is currently outside the scope of this project). 

4   Experimentation Environment 

This section discusses the emulated network testbed on which experiments are 
conducted, the selection of toolkits for modelling and implementing agent systems 
and the design and implementation of the case study for concept demonstration. 

4.1   Emulated Network Testbed 

We have created an emulated network testbed to experiment with implementations of 
the architecture.  A single machine can emulate a small network (five to ten linked 
devices on a desktop PC) using virtual images without using its physical network 
interface. A network of several hundred devices can be emulated by connecting host 
machines over a test network, which emulates the radio links that connect identified 
groups of virtual images (emulating vehicle intra-networks or man-pack radios) 
distributed amongst the hosts as determined by an experiment controller (Fig. 4). 

Each host machine provides several vimages (virtual machine images), virtual 
network interfaces (that may be allocated to vimages), and emulated virtual network 
links.  These coexist, isolated from the host or other instances, sharing the resources 
of the host (processing, memory, storage and networking). [14] 
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Fig. 4. Experimental radio network environment emulation 

The virtual machine images emulate network devices, running any software that 
we require including user processes that communicate using the emulated network, 
network services and a multi-agent control system.  Emulated network links within 
and between hosts rely on the test network to provide the end-to-end characteristics of 
the radio and wired links between network devices in a typical military deployment. 

The experiment controller holds a representation of the network environment.  This 
is applied to the entities and the connections between them by configuring the entities 
and the test network over a separate control network.  It determines parameter 
settings, enabling or disabling of routes, and the shaping of links on enabled routes.  
Processes running isolated within vimages are accessible from the control network via 
bridges to protected virtual interfaces allowing user interaction, or external control. 

The emulation is limited by the number of available hosts, and ultimately, by the 
capacity of the test network for providing the emulated radio links that share it.  
Experimentation on a larger scale is being investigated using network simulation [2]. 

4.2   Multi-agent System Implementation 

The services described by the architecture will be implemented using the Cougaar 
agent toolkit to control software objects and to interact with a GUI. Cougaar is a Java-
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based framework developed under the DARPA sponsored Advanced Logistics (ALP) 
and Ultralog programs [8] for large-scale distributed agent-based applications. 

The implementations of network control system services (Fig. 5) will be used for 
experiments and tests [5] using the emulated network testbed, which will provide 
them with an emulated network to control through the virtual device, which also 
enables the construction of multiple virtual networks using peer-to-peer mechanisms. 

The implementation is informed by a reference model of system behaviour 
according to the architecture.  For animation and experimentation with this model, we 
are using AnyLogic [3], a Java-based, extensible modelling framework combining 
continuous and discrete-event simulation with an agent-based modelling approach. 
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Fig. 5. Implementation of agent-based services within an emulated terminal 

4.3   Agile Military Network Case Study 

We envisage that one application for this technology is to provide an agile military 
network that can support the mission of its agile group of roaming users (Fig. 6). 

The concept demonstration shows that an agent-based network control system can 
provide a viable autonomic network that exhibits simple autonomic behaviours. The 
autonomic network will demonstrate its ability to cope with the injection of some 
adverse events without any manual intervention and by its ability to provide feedback 
on the network environment so that the user can be informed of delays or outages and 
the administrator is provided with diagnostic reports, requests for guidance and 
decision support in dealing with severe disruption. 
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Fig. 6. A commander decides to occupy and control access to an area containing a border 
crossing. An agile task group (formed from the rear battlegroups and reserve) is assigned a 
mission to reconnoitre and then secure the area of operation, maintaining contact en route. 

A basic agent-based network control system has been developed to deliver 
effective virtual network pipes and communities of interest that support the provision 
and maintenance of services for communicating peers as the agile mission group 
crosses boundaries between existing deployments.  This may necessitate access to 
services on, and transit across, their networks and handover (and/or redundant 
provision) of services between them.  The agile network is also able to avoid 
interference from (and with) existing networks or radio transmitters. 

As it crosses between boundaries between zones, or enters the range of a new radio 
network operated by another group or transmitter, a peer in the agile group may: 

• Avoid contact and/or interference (block access and monitor if potentially hostile). 
• Find a matching radio configuration and negotiate access to it and its services. 

Each zone provides a number of shared service communities to which access is 
regulated by the identity of the service or device requesting access and the identities 
of the user roles that it is representing.  Each identity may belong to one or more 
groups with listen, talk and/or modify privileges for different services.  These shared 
service communities are the equivalent of all-informed radio nets in current military 
network configurations.  For example, they may relate to command, logistics, fire-
control and so on, but have the advantage of flexible assignment as virtual networks.  
On discovery of an accessible friendly network in a zone, the agile group peer can: 

• Discover services that service access points in the local zone will provide to it. 
• Request a service that the network in the local zone will provide to it. 
• Establish a point-to-point connection to a peer within the local zone. 
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• Request transit to, or local presentation of, a service from peer in a remote zone. 
• Listen on one or more of the shared service communities in the local zone. 
• Talk on one or more of the shared service communities in the local zone. 
• Create or modify pipes in the overlay network to alter local zone virtual networks. 

User Interaction Layer
Provides service access, decision support and feedback

Decision-making Layer
Collaborative policy decisions from agent-based services

Information Fusion Layer
Agent-based services filter, focus and fuse information
Provide actionable information to inform decisions

Service Access and Control Layer
Monitoring and control for services and virtual network
Services support user activities, autonomic networking

Virtual Device Instances
Abstract underlying networks into a single access point
Provide virtual network and low-level network services

Logical Network over Physical Devices
User terminals participate in logical network or internet

Vehicle or Infantry Group Platform
Possess radios that join radio network channels

Radio Network Environment  

Fig. 7. A layered view of the case study implementation framework 

The use of agent-based services within the case study can be summarised by Fig. 7.  
Users do not care whether services are provided by agents, but agents may be able to 
use such information to compose communities and societies across boundaries that 
provide higher-level services to, and on behalf of, users.  Thus, there is a scale of 
interaction states between radio networks which can be controlled. 

• network unaware (cannot detect other network(s)) 
• network aware (can detect other networks(s) but not interact at any level) 
• network cooperative (share sufficient network characteristics to inter-network) 

• service unaware (cannot locate a Service Access Point on other network) 
• service aware (SAP located, but no service acquired, or access denied) 
• service cooperative (can negotiate access to services advertised by SAP ) 

• agent unaware (don't know or don't care if the service is agent-based) 
• agent aware (may attempt negotiation, but language or permit not yet agreed) 
• agent cooperative (can form a community/society with the other agents) 

We abstract the underlying radio networks behind the concept of a virtual device 
that resides on each physical device.  It encapsulates and abstracts all of the network 
access mechanisms and low-level network communication services that the physical 
device can make available.  Thus, an agent can be informed of interaction states up to 
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service aware, but it cannot directly influence the transitions between those states 
other than through the mechanisms provided to it by the virtual device.  Transitions 
above service aware are considered to be under the direct control of the agent system. 

5   Conclusions and Future Work 

Within the military environment, there is scope for the introduction of agent 
technology to help reduce the demands on signals staff as new and more complex 
network technology is introduced.  One area in which agent systems can provide a 
practical advantage is in providing the flexible control system needed to allow an 
agile mission group to reconfigure their network through high level direction of an 
autonomic network, while maintaining a high tempo during mission execution. 

We have proposed a service-based architecture for an autonomic network control 
system, in which agents provide policy and control services that ensure that a network 
will meet its objectives, given high-level direction from signals staff regarding its 
configuration and use of resources. 

In the next project phase, we will develop incremental network control system 
software releases implementing the architecture in full. We will use the Cougaar 
framework to provide agent-based services that enable more complex autonomic 
behaviours with reference to our system models and our implementation will be 
evaluated using the experimentation environment.  A more detailed implementation, 
of an extended version of the case study, is being developed to provide a platform for 
experimentation with different network control system strategies. 

One advanced feature is associated with the formation of a multi-agent system 
from heterogeneous agents residing on heterogeneous networks in a coalition force.  
An example may involve the provision of transit and location services to partners. 

The emulated test bed design provides the experiment controller with an interface 
that allows it to be driven by an interactive simulation provided by a synthetic 
environment representation of a military scenario (being developed by a separate 
project).  This is being developed to support the extended case study implementation. 

Experiments will compare the autonomic network control system implementation 
against a control case to show that autonomic control provides a measurable benefit 
for current and future agile military networks in terms of its ability to synthesise and 
maintain new network configurations, its ability to survive hostile conditions or 
attacks and its capability to discover and interoperate with (or avoid) other networks. 

We envisage that autonomic control can significantly improve the effectiveness, 
robustness and reliability of essential communication services for agile mobile forces 
and enable more flexible and rapid deployment of such forces.  

Our aim is to develop an implementation that is mature enough (in the 
experimentation environment) to be allowed to progress into field-testing with a real 
military radio network and real end-user terminals. 
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Abstract. Emotion is an essential element of human behavior. Particularly in 
stressful situations such as combat, it is at least as important as rational analysis 
in determining a participant’s behavior. Yet combat models routinely ignore 
this factor. DETT (Disposition, Emotion, Trigger, Tendency) is an environmen-
tally mediated model of emotion that captures the essential features of the 
widely-used OCC (Ortony, Clore, Collins) model in a computationally tractable 
framework that can support large numbers of combatants. We motivate and de-
scribe this architecture, and report preliminary experiments that use it in simu-
lating combat scenarios. 

1   Introduction 

Simulation and modeling are extensions of the experimental method for studying 
systems. Direct experimentation is the approach of choice when the systems in 
question are common (so that one can find instances for study), malleable (open to 
manipulation by the experimenter, so that one can fix some variables while varying 
others), and observable (so that one can see the results of experimental manipulations). 
When these conditions are not met in the real world, a computer model can provide 
them in a simulated one.  

Real-world warfare lacks malleability and observability. Making deliberate 
changes in the face of combat is extremely difficult, a phenomenon that the Prussian 
General Carl von Clausewitz termed the “friction of war,” and their outcome is 
obscure not only to those participating in the conflict, but sometimes also to historians 
years after, a situation he called “fog” [20]. Thus it is not surprising that the military 
is one of the leading users of simulation and modeling, in understanding how combat 
situations develop and how commanders and troops should respond. In spite of their 
approximate character, simulations can greatly increase the users’ insight into the real 
system. 

Emotion is an essential element of human behavior. Particularly in stressful situa-
tions such as combat, it is at least as important as rational analysis in determining a 
participant’s behavior. Yet combat models routinely ignore this factor. DETT (Dispo-
sition, Emotion, Trigger, Tendency) is an environmentally mediated model of emo-
tion that captures the essential features of the widely-used OCC (Ortony, Clore, 
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Collins [13]) model in a computationally tractable framework. A unique feature of our 
approach is the definition of a Disposition parameter to distinguish different agents’ 
susceptibility to various emotions. 

In Section 3, we review previous work in both combat modeling and computational 
emotions. Section 4 describes the DETT model. Section 5 reports on some experi-
ments with the model. Section 6 concludes. 

2   Previous Work 

Our work is related to two bodies of previous work: a long tradition of computer-
assisted combat modeling, and more recent research on computational models of 
emotion. 

2.1   Combat Modeling 

The roots of combat modeling go back well before the computer era, and follow two 
distinct lines, one mathematical and the other behavioral.  

2.1.1   Mathematical Models 
Mathematical models of combat are of two types: Lanchester theory and game theory. 

Lanchester Theory. In 1916, F.W. Lanchester published a set of differential equa-
tions that expressed how the change in strength of each side in a conflict varies with 
the current strength of the other side [9]. In their simplest form, his equations define 
the evolution through time of the strength of the two sides, R(t) and B(t), as a function 

of the effective firing rates αR and αB of the two sides, ( )tB
dt

dR
Bα−= ; ( )tR

dt

dB
Rα−= . 

His system is formally equivalent to the Lotka-Voltera equations for predator-prey 
populations. An early application of computers to military modeling was integrating 
the Lanchester equations, and many of the military’s leading models today are still 
based on refinements of this model, for example, the Bonder-Farrell Attrition Algo-
rithm equations [1]. 

Game Theory. Game theory was originally developed in context of economic analy-
sis [21, 22], but after WWII, it became a central tool for military planning at the DoD-
sponsored RAND Institute and elsewhere. Game theory focuses on the rationality of 
the parties in conflict, and assumes that each seeks to maximize its own utility while 
recognizing that the other party is seeking to do the same.  

Game theory and Lanchester theory differ in two important ways. 

1. Lanchester theory models combatants as physical forces with no rationality. Game 
theory assumes that players are rational and seek to maximize a utility function.  

2. Lanchester theory describes the evolution of combat through time. Game theory in 
its simplest form is concerned with the final outcome. 

In spite of these differences, the two mathematical theories are similar in two ways. 

1. They treat the opposing sides as aggregates, and do not consider the detailed inter-
actions of the individual soldiers and weapons of which they are composed. 
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2. They lump the effect of emotions with other factors (e.g., firepower or positional 
advantage) and thus do not permit them to be studied in their own right. 

2.1.2   Behavioral  Models 
Behavioral models are exemplified by wargames, either with real troops or on sand 
tables on which experimenters alternatively move playing pieces to explore tactics. 
Inexpensive computers and multi-agent techniques permit models of combat in which 
each entity is represented by an individual computer agent. 

Such models are superior to traditional mathematical models because they can cap-
ture the individual evolution of interacting entities, rather than modeling them as  
averages over the population. Combat interactions are strongly nonlinear, and popula-
tion averages often miss important divergences in individual trajectories. As a result, 
entity-based models can often yield more realistic results than do Lanchester or game-
theoretic models. 

A disadvantage of agent-based models is that they can require more computation 
than classical mathematical models. Fortunately, relatively simple entity models, em-
bedded in an environment based on cellular automata, are often sufficient to capture 
much of the complexity of warfare [6]. One explanation for this outcome is the phe-
nomenon of universality [16], which recognizes that the structure of interactions may 
overwhelm differences in the processing carried out by individual agents. 

Once a model represents individual soldiers, it can address emotional characteristics. 
Thus, for instance, EINSTein [6] represents an agent’s personality as a set of six 

weights, each in [-1, 1], describing the agent’s response to six kinds of information. 
Four of these describe the number of alive friendly, alive enemy, injured friendly, and 
injured enemy troops within the agent’s sensor range. The other two weights relate to 
the model’s use of a childhood game, “capture the flag,” as a prototype of combat. 
Each team has a flag, and seeks to protect it from the other team while simultaneously 
capturing the other team’s flag. The fifth and sixth weights describe how far the agent 
is from its own and its adversary’s flag. A positive weight indicates that the agent is 
attracted to the entity described by the weight, while a negative weight indicates that 
it is repelled. 

MANA [10] extends the concepts in EINSTein. Friendly and enemy flags are re-
placed by the waypoints being pursued by each side. MANA includes four additional 
components: low, medium, and high threat enemies. In addition, it defines a set of 
triggers (e.g., reaching a waypoint, being shot at, making contact with the enemy, be-
ing injured) that shift the agent from one personality vector to another. A default state 
defines the personality vector when no trigger state is active. 

The notion of being attracted or repelled by friendly or adversarial forces in various 
states of health is an important component of what we informally think of as emotion 
(e.g., fear, compassion, aggression), and the use of the term “personality” in both EIN-
STein and MANA suggests that the system designers are thinking anthropomorphically, 
though they do not use “emotion” to describe the effect they are trying to achieve. 

2.2   Emotional Modeling 

The study of emotion has a rich history in the psychological and physiological lit-
erature, reaching back well over a century [4], and has produced a wide range of 
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theories, identifying emotions with outward expressions, physiological responses, 
distinct behaviors, or cognitive processes, among others.  

Agent-based software is growing in two areas where realistic simulation of human 
behavior is important: agent-based modeling, and human interfaces (including gam-
ing). This growth has led to a flurry of interest in computational models of emotion 
[18], each drawing on different segments of the psychological tradition. 

Emotion clearly has facets related to an organism’s outward expressions and 
physiological reactions, important for applications in human interfaces and robotics 
(e.g., [11, 12]). For our purposes, a cognitive 
perspective on emotions is more appropriate, 
and we draw on the OCC model [13]. The 
fundamental insight of this model is that emo-
tions are “valenced reactions to events, agents 
or objects, with their particular nature being 
determined by the way in which the eliciting 
situation is construed.” That is, the strength of 
a given emotion depends on the events, 
agents, or objects in the environment of the 
agent exhibiting the emotion. Their presence 
is mapped to a “valence,” a positive or nega-
tive score, by a process called “assessment” 
or “appraisal.”  

Once an emotion exists, it impacts the subject in several ways. It focuses attention, 
increases the pro- minence of an event in memory, affects cognitive style and 
performance, and influences judgments [2]. In particular, according to OCC, “behavior 
is a res- ponse to an emotional state in conjunct-tion with a particular initiating event.” 
In our application, we 
focus on the impact of 
emotion on an agent’s 
analysis and judgment, the 
process by which it selects 
its intentions from its 
desires. 

To put this system in a 
broader perspective, con-
sider the basic Belief-
Desire-Intention [17, 19] 
data flow summarized in 
Fig. 1. Beliefs (derived 
from the environment by perception) and Desires (which are constant over the time 
horizon of our model) feed an analysis process that produces Intentions, which in turn 
drive actions that change the environment.  

Fig. 2 shows a simple enhancement of this model with the OCC model of emotion. 
Beliefs feed not only analysis, but also the appraisal process that generates emotions. 
These emotions in turn influence analysis and perception (the latter link shown 
dashed because we do not emphasize it in our current system). 

Fig. 2. BDI enhanced with OCC 
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Gratch and Mar- 
sella [5] offer one of 
the more mature cur-
rent computational 
models of agent emo-
tion. Fig. 3 sketches 
their model, and Ta-
ble 1 summarizes the 
correspondence be-
tween salient ele-
ments of Fig. 2 and 
Fig. 3. 

The decision sys-
tems in EINSTein 
and MANA are sub-
sets of Fig. 2.  

Fig. 4 casts EINSTein in this 
framework. EINSTein’s personality 
vector guides the agent’s decisions, 
but is itself fixed, and does not 
change in response to the agent’s 
beliefs about the events, objects, or 
agents in its environment. Thus it is 
not a “valenced reaction,” but a 
representation of the agent’s de-
sires. In this sense, EINSTein does 
not capture emotion. 

Fig. 5 shows MANA. Because 
MANA’s personality vectors depend on a trigger state, they qualify as a valenced re-
action. The default personality vector that applies when no trigger state is active con-
tinues to represent the agent’s desires. 

In both EINSTein and MANA, analysis consists of multiplying the environmental 
information available to the agent by the personality vector, directly yielding a 
movement vector to 
guide the agent’s 
subsequent actions. In 
both models, the 
perception process is 
represented by a vision 
radius within which the 
agent has perfect 
knowledge of its 
environment. These 
processes are consid-
erably simpler than the 
mechanisms of symb-
olic AI applied in [5] 

Fig. 3. Gratch-Marsella Model of Cognitive-Motivational-Emotive 
System ([5], Fig. 2) 

BDI + OCC (Fig. 2) Gratch-Marsella (Fig. 3) 
Environment Environment 
Perception Causal Interpretation 
Beliefs Causal Interpretation 
Appraisal Appraisal 
Emotion Affective State 
Analysis Coping 
Desires ??? 
Intention Control Signals 
Action Action 

Table 1. Comparison of Models 

Fig. 4. EINSTein as BDI + OCC 
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for the same func-
tions. The differ-
ences reflect the 
differing objectives of 
the systems. Gratch 
and Marsella are 
supporting a training 
environment with 
relatively few agents, 
and regular inter-
action with humans 
slows the pace to the 
point that significant 
computation can occ-
ur. EINSTein and MANA manipulate dozens or even hundreds of agents in 
simulations of combat without human interaction, and need to minimize the overall 
execution time to permit the execution of many instances of a scenario.  

3   The DETT Emotion Model 

Our work is supported by two DoD projects that require the ability to simulate large 
numbers of combatants very rapidly. Thus we favor numerical computation.  

3.1   Application Contexts 

DETT was developed in the context of the DARPA RAID program, and is also being 
used to model noncombatants in another project. 

The objective of RAID [8] is to anticipate enemy actions and deceptions, in order 
to provide real-time support to a tactical commander. We are constructing a module 
that reasons about the adversary’s likely state and actions (thus, an Adversarial Rea-
soning Module, or ARM). Our particular ARM synergizes three distinct tactical rea-
soners: statistical reasoning for early detection of anomalous situations that might 
indicate risk1, knowledge-based inference to reason about possible agent goals2, and 
behavioral evolution and extrapolation, using swarms of fine-grained agents to ex-
plore possible futures of the battlespace [15]. In this third reasoner, we evolve 
agents against observed reality to learn their characteristics and determine which 
ones are most likely to reflect future behavior. Because many of these agents must 
execute faster than real time, they cannot conduct complex symbolic reasoning, but 
use numerical computation. These agents use the DETT model. 

In the other project, MAROP (Multi-Agent Representation of the Operational En-
vironment), we are developing methods to enrich a new military modeling system 
(Combat XXI) by automating the reactions of non-combatants with combatants. This 

                                                           
1  This process, known as SAD (Statistical Anomaly Detection), is developed by our colleagues 

Rafael Alonso, Hua Li, and John Asmuth at Sarnoff Corporation. 
2  This process, known as KIP (Knowledge-based Intention Projection), is developed by our 

colleagues Paul Nielsen, Jacob Crossman, and Rich Frederiksen at Soar Technology.  
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capability requires us to 
recognize that non-
combatants will have a 
range of personality types 
and to incorporate these dif-
ferences in their behavior. 

3.2   Architecture 

We need a computationally 
efficient way to take emo-
tional tendencies into ac-
count in modeling combat. 
This reasoning takes place at two locations in Fig. 2: Appraisal and Analysis. We 
have defined numerical methods for both of these. 

3.2.1   Appraisal 
MANA’s use of triggered personality vectors that specify numerical weights for trans-
lating beliefs into intentions is a useful model for appraisal, but has two limitations. 
First, MANA defines vectors and triggers at the level of the squad, and all members 
of the squad share the same values. In practice, individual combatants will differ 
widely in their susceptibility to different emotions. A firefight that might stimulate 
high fear in a new soldier may have much less effect on a seasoned veteran. In order 
to use evolution to learn the characteristics of entities, we must parameterize this kind 
of difference. Second, MANA assumes that an agent in the presence of a trigger im-
mediately adopts the associated emotion, and that when the trigger is removed, the 
emotion ceases immediately. Empirically, the rise of an emotion, while rapid, is not 
instantaneous, and the emotion will persist for a while after the trigger is removed. 

To address the first concern we add a new component, Dispositions, to the model 
(Fig. 6). There is a one-to-one mapping between Emotions and Dispositions. Like 
Desires, Dispositions are persistent (that is, their values are constant over the time 
horizon of our simulations). A Disposition modulates Appraisal to determine the 
extent to which a given belief triggers the corresponding emotion. The emotion then 
modulates Analysis to impose a Tendency on the resulting intention. The main 
elements of this model are thus the Disposition, Emotion, Trigger (the beliefs that 
lead to the emotion), and Tendency (the effect on intentions) (DETT). Table 2 
illustrates two Dispositions, with their associated Emotions and illustrative Triggers 
and Tendencies. 

Table 2. Sample DETT Semantics 

Disposition Emotion Trigger Tendency 

Cowardice Fear 
Presence of armed en-
emy 
Incoming attack 

Less attention to orders 
Tend to move away from threat 

Irritability Anger Presence of enemy  More likely to engage in combat 
Tend to move toward threat 
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Action

Intention

DesiresState Process
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Beliefs
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Fig. 6. Incorpcorating Disposition in BDI + OCC 
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Our agents live 
in a digital phero-
mone infrastructure 
[3]. Agents sense 
one another’s pres-
ence through la-
beled scalars that 
they deposit in the 
environment and 
that diffuse spa-
tially and evaporate 
over time. The dy-
namics of these 
pheromones models 
(very crudely) the Perception process that maps environmental reality into agent be-
liefs: an agent believes what it senses in the form of pheromones in its environment. 
Table 3 summarizes our pheromone vocabulary in the case of RAID. 

Let P be the vector of pheromone strengths at an agent’s location. The agent’s Dispo-
sition is a matrix D. D[i,j] ∈ [0,1] is the relevance of the ith pheromone flavor to the jth 
emotion. The agent’s jth emotion depends (nonlinearly) on the jth element of PTD.  

To allow emotions to vary realistically in time, agents have internal pheromones 
[17] (digital “hormones”), one for each Emotion. PTD at a given time step determines 
the deposit to the vector E of emotion hormones at that time step, so the longer an 
agent is exposed to a trigger pheromone, the higher the level of the associated emo-
tion grows. When the relevant trigger is removed, the corresponding emotion decays 
exponentially. Also, the higher the disposition, the more quickly the associated emo-
tion grows in the presence of a trigger. An agent with high irritability will grow angry 
faster in the presence of a triggering pheromone than an agent with low irritability. 

3.2.2   Analysis 
Analysis draws on the same pheromone vector P of beliefs as does Appraisal, and 
takes as input the current state of the emotion vector E. In addition, it considers the 
values of the agent’s vector of Desires or Wants W. The desires we are modeling are 
Protect Red, Protect Blue, Protect Green, Protect Key Sites, Avoid Combat, Avoid 
Detection, and Survive. Each has a real value in the range [-1,1], where a negative 
value indicates that the agent wants the opposite state of affairs described by the de-
sire. A movement matrix M indicates whether a given Desire tends to attract or repel 
the agent toward a given flavor of pheromone: M[i,j] is 1 if desire j is attracted to 
pheromone i, -1 if it is repelled, and 0 if the pheromone is irrelevant to the desire.  

In the absence of emotions, the agent’s behavior is a function (again nonlinear) of 
PTMW. Emotions modulate these behaviors. Elevated Anger will increase movement 
likelihood, weapon firing likelihood, and tendency toward an exposed posture, while 
elevated Fear will decrease these likelihoods. Level of a particular emotion actually 
models the extent to which the emotion modulates the agent’s behavior. Someone 
who experiences high fear, but is able to continue to behave as if he were not afraid, 

Table 3. Pheromone Flavors in RAID

RedAlive 
RedCasualty 
BlueAlive 
BlueCasualty 
GreenAlive 
GreenCasualty

Emitted by a living or dead entity of the appropri-
ate group (Red = enemy, Blue = friendly, Green 
= neutral) 

WeaponsFire Emitted by a firing weapon 
KeySite Emitted by a site of particular importance to Red  
Cover Emitted by locations that afford cover from fire 

Mobility Emitted by roads and other structures that en-
hance agent mobility 
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would be modeled as having low fear. We are not trying to model emotion as experi-
enced by an agent, only emotion that can be perceived by its impact on the agent’s 
behavior.  

4   Experimental Results 

We report here the initial experiments that we are conducting in the context of the two 
projects that are using the DETT model. 

4.1   MAROP 

Our initial experiments 
measure the effect of the 
emotions of fear and anger 
on the spatial correlation of 
non-combatants with other 
entities of interest. All ex-
periments are conducted on 
a road network modeling an 
urban area. In our experi-
mental schema, Red and 
Blue forces follow scripted 
movements that carry them 
from opposite sides of the 
town to a central location 
where they engage in a fire-
fight. Initially, Green agents 
are distributed randomly 
throughout the town.  

MAROP uses a simpli-
fied version of DETT in 
which different dispositions 
and emotions are precom-
piled into an agent’s attrac-
tion to or repulsion from each of four different pheromone flavors: RedAlive, 
BlueAlive, GreenAlive, and WeaponsFire. We define two emotions, Fear and Anger, 
as summarized in Table 4. (These encodings assume that the combat takes place on 
Red’s “turf.”). We can measure the resulting effect on the relative distribution of Green 
and each of the other classes (Red agents, Blue agents, and conflict events) by comput-
ing the spatial correlation of the associated pheromone fields. A correlation of 1 indi-
cates that the two classes of agents tend to be in the same regions of the town, while a 
correlation of -1 indicates that they tend to avoid one another. 

Distinct scenarios are run with Green agents coded as fearful, angry, and unemo-
tional. Thus each experimental scenario forms a point in a three-dimensional space. 
Fig. 7 shows a projection of this space on the plane defined by Green-Red and Green-
Blue correlations, illustrating how Green agents of different emotional configuration 
assume different relations to the other agents in the scenario.  

Fig. 7. Effect of Emotions in MAROP (notional data) 
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Table 4. Emotional Tendencies in MAROP 

Pheromone Fear Anger 
RedAlive Repulsive Neutral 
BlueAlive Repulsive Attractive 
GreenAlive Attractive Neutral 
WeaponsFire Repulsive Attractive 
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4.2   RAID 

RAID [15] uses our polyagent 
technology [14]. Each real-
world entity has one agent 
representative, its avatar, but 
the avatar explores alternative 
possible futures by constantly 
sending out a swarm of ghosts 
whose pheromone-based self-
organization then guides the 
avatars. Each ghost 
interacts with phero-
mones deposited by 
all other entities in 
the world, and its 
emotional state is 
driven by those in-
teractions. 

To test the effect 
of emotions in 
RAID, we arrange 
ten units (one avatar 
per unit) of each 
color in files, and 
have the Red and 
Green march 
through the Blue in 
formation (Fig. 8). 
When a file reaches 
one extreme of the 
arena, it reverses its 
direction. The units 
reach their original 
locations after 189 
time steps, and the 
scenario repeats. 
Thus the units re-
peatedly pass thro-
ugh one another, 
depositing phero-
mones that indicate their presence and sensing the pheromones deposited by the other 
agents. Each unit emits eight ghosts per time step, and each ghost explores the future 
for five time steps before dying. 

Each avatar’s ghosts are generated with random values of “cowardice” in [0,1]. 
In our full system, an evolutionary process narrows these down on the basis of 
 

Fig. 8. Experimental Configuration for RAID 

Fig. 9. Fear emotion (top) and intent to avoid detection (bottom) re-
sulting from Cowardice disposition in the presence of adversarial 
pheromone. X-axis is time. 
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comparisons between the ghosts and actual history, but this process is not operating 
in this experiment. Averaged over time, each avatar’s ghosts have a cowardice  
of 0.5. 

The combination of a disposition with beliefs about the environment yields emo-
tions (Fig. 6). Fig. 9 (top) shows the average value of the “fear” emotion across the 
ghosts for Red unit #1, as a function of time. This value peaks each time the unit 
crosses the line of Blue units, reflecting an interaction between the ghosts’ cowardice 
disposition and the BlueAlive pheromone that they sense in the environment.  

Emotion affects the agent’s analysis to determine its intentions (Fig. 6). Fig. 9 (bot-
tom) shows the average level of the “avoid detection” intention across this unit’s 
ghosts. As required by Section 3, this intention increases when fear is active. 

The net effect is thus to modulate the agent’s intrinsic desire to avoid detection on 
the basis of its emotional state (specifically, fear), as determined by its disposition 
(cowardice) and its beliefs about the environment (the presence of adversaries). 

We have subsequently tested the DETT model in a series of wargames involving 
human players who make decisions that are played out in a battlefield simulator. The 
commander for each side (Red and Blue) has at his disposal a team of pucksters, hu-
man operators who set waypoints for individual units in the simulator. Each unit corre-
sponds to a fire team. Each puckster is responsible for four to six units. The simulator 
moves the units, determines firing actions, and resolves the outcome of conflicts.  

Our system fits the DETT model to observed behavior of units, using evolution in 
a faster-than-real-time simulation of the battle [15]. To test our ability to fit personali-
ties based on behavior, one Red puckster responsible for four units is designated the 
“emotional” puckster. He selects two of his units to be cowardly (“chickens”) and two 
to be irritable (“Rambos”). He does not disclose this assignment during the run. He 
moves each unit according to the commander’s orders until the unit encounters cir-
cumstances that would trigger the emotion associated with the unit’s disposition. 
Then he manipulates chickens as though they are fearful (avoiding combat and mov-
ing away from Blue), and moves Rambos into combat as quickly as possible. 

The difference between the two disposition values (Cowardice – Irritability) of the 
fittest ghosts proves a better indicator of the emotional state of the corresponding en-
tity than either value by itself. To characterize a unit’s personality, we maintain a 800-
second exponentially weighted moving average of the Delta Disposition, and declare 
the unit to be a Chicken or Rambo if this value passes a negative or positive threshold, 
respectively. Currently, this threshold is set at 0.25. We are exploring additional fil-
ters. For example, a rapid rate of increase enhances the likelihood of calling a Rambo; 
units that seek to avoid detection and avoid combat are more readily called Chicken. 

In one series of experiments, we successfully identified 68% of the chickens 
played. The detection rate for Rambos was much lower (5%), because the brave die 
young and our algorithm does not have enough exposure to a brave unit’s behavior to 
diagnose its emotional state. But we never called a Rambo a Chicken. In the one case 
where we called a Chicken a Rambo, logs show that in fact the unit was being played 
aggressively, rushing toward oncoming Blue forces.  

In addition to these results on units intentionally played as emotional, BEE some-
times detects other units as cowardly or brave. Analysis of the behavior of these units 
shows that these characterizations were appropriate: units that flee in the face of en-
emy forces or weapons fire are detected as Chickens, while those that stand their 
ground or rush the adversary are denominated as Rambos. 
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We did not detect some units that were played as cowardly. Many of these non-
identified cowards were red units that were far from a blue unit. This discrepancy arises 
from an instructive difference between our software and the emotional puckster.  

In our software, an agent’s knowledge of its environment is conveyed entirely 
through the field of digital pheromones. If a red unit is beyond the propagation limit 
of the digital pheromone representing the blue unit, the red unit does not know of the 
existence of the blue unit. (The propagation limit on the pheromone is analogous to a 
limitation on a soldier’s field of vision in the real world.) Thus even if the red unit has 
a cowardly disposition, it will not develop fear and will not behave in a fearful way.  

The puckster looks down on a map of the overall battlespace, and can see all of the 
units at once. Confronted with managing several units concurrently in the midst of an 
active battle, the puckster can easily overlook the fact that though he can see both a 
red unit and a blue unit, the red unit might not be able to see the blue unit at a given 
moment. He knows that a fearful red should flee from blue. He can see both the red 
and the blue. So he moves the red away from the blue. 

In DETT, emotions become active only when triggered. The inconsistency between 
what is played and what is detected is in what the cowardly agent believes about its 
environment. The puckster imputes his knowledge of blue to the red unit, so from his 
perspective its behavior reflects fear. In the software, the red agent does not see the 
blue unit, and so does not sense fear or act in a fearful manner. This example makes 
clear that emotion is very much a situated concept. It cannot be detected by movement 
away from a threat, only by movement away from a threat that the agent perceives. 
An emotion such as fear may well have triggers that we have not modeled, and our cur-
rent approach would not detect it. The problem is circular in structure: we cannot recog-
nize a behavior as evidence of fear unless we can associate it with a trigger, and we  
cannot learn that an environmental feature is a trigger unless we can detect that it causes 
fear. Breaking this closed loop is an interesting and challenging research question.3 

5   Conclusion 

A natural step in the development of combat models is the implementation of combat-
ant emotion. The realities of human combat make this refinement necessary, while the 
maturation of agent-based models of combat makes it feasible. The Gratch-Marsella 
model offers a sophisticated implementation of current psychological theories of emo-
tion, but is computationally too expensive to apply to large populations of combatant 
agents. Some fine-grained agent-based models embed a notion of personality (EIN-
STein and MANA), but do not recognize the important distinctions between individ-
ual combatants.  

The DETT model (Dispositions, Emotions, Triggers, Tendencies) combines the 
theoretical richness of the Gratch-Marsella model with the computational efficiency 
of EINSTein and MANA. DETT was designed to reason about agents from the per-
spective of an external observer. Thus it is unabashedly a situated, behavioral model.  

                                                           
3  We are grateful to a participant in the DAMAS workshop for a question that motivates this 

discussion.  
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• DETT is situated because it views emotion as arising in response to some envi-
ronmental Trigger. If an element of an agent’s internal state is generated autono-
mously by the agent independent of the agent’s perception of the environment, 
DETT will not characterize it as an emotion. Interesting cases arise when an 
agent’s perceptions are faulty. For example, an agent may perceive a threat where 
there is none, or may fail to perceive a real agent. Unless DETT has access to the 
agent’s internal perceptions, it will not correctly characterize emotions in these 
cases.  

• DETT is behavioral because it requires an emotion to manifest itself in some out-
ward Tendency. It does not model internal feelings that have no outward effect. 
DETT does not distinguish an agent that feels fear but behaves as though it did not, 
and one that feels no fear. One might imagine an agent that reasons actively over 
its emotional state and overcomes its emotions through resolve. It is likely that 
such an agent would have slower response and other signs of tentativeness that 
might be detected externally. If the internal state has no impact on external behav-
ior, though, DETT does not recognize it as an emotion.  

For the applications for which DETT was developed, these limitations are appro-
priate. We are estimating emotional state from past observed responses to the envi-
ronment, in order to predict future external behavior. Speculations about internal 
states that are not driven by the environment and that do not lead to an observable 
tendency are a distraction from this mission. In the contexts in which we have applied 
the model, it performs well. 

DETT is still an approximation. It does not implement the known effect of emotion 
on perception, and does not consider other possible linkages (e.g., between emotion 
and desire). Such simplifications are in the nature of simulation, and are justified em-
pirically by the notion of “universality”: the dynamics of a multi-agent simulation of-
ten depend more on the interactions of the agents than on the details of individual 
agents’ reasoning [16].  

Ongoing research includes embedding this mechanism in an evolutionary loop that 
compares simulated behavior with real-world status to estimate the emotional state of 
observed combatants. This work shows how one agent can deduce the emotional state 
of other agents by observing their external behavior, and thus enables one to close the 
loop across agents through their shared environment. We are also developing methods 
for verifying and validating DETT against actual human behavior. 
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Abstract. This paper illustrates agent technologies applied to
unmanned aerial vehicle (UAV) target tracking. The combination of the
three technologies presented in this paper provide UAVs with function-
ality needed for coordinated autonomous operation, from building up
accurate beliefs, efficiently gathering information, to acting rationally.
In the UAV target tracking domain, communication among agents is
necessary for building beliefs about target locations. Reliable informa-
tion provisioning networks are constructed through selection of appro-
priate information sources and trust evaluations are applied to belief
revision. Also, a macro-based action selection scheme is deployed for
efficient coordination of the target tracking activity among agents.

1 Introduction

Dynamic and unexpected events are the defining characteristics of numerous
application domains. These environments often require decision-makers to solve
many problems with insufficient resources and time. In the Unmanned Aerial
Vehicle (UAV) target tracking domain, numerous UAVs continually collect and
deliver location information about moving enemy targets to a tactical opera-
tion center (Central Command). UAVs must coordinate with each other to di-
vide tracking responsibilities since uncoordinated execution of tracking activity
among UAVs may result in inefficient resource usage. Second, the Central Com-
mand must decide which UAVs are the most appropriate information providers
of the target locations. Finally, target location information may be inaccurate,
perhaps due to sensor failure, noise caused by target movement, or commu-
nication delays. Therefore, the operations center must gauge the accuracy of
incoming information. These challenges provide an appropriate environment for
multi-agent system deployment. Agent technologies proposed in this research
provide novel capabilities for (1) coordinating the tracking of multiple targets
among a set of UAVs, (2) identifying the best subset of assigned UAVs from
which to collect location information, and (3) evaluating the accuracy of loca-
tion information. These capabilities aid the efficient and effective collection and
verification of target location information.

S.G. Thompson and R. Ghanea-Hercock (Eds.): DAMAS 2005 , LNAI 3890, pp. 66–79, 2006.
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Section 2 provides an overview of technical details for each technology, fol-
lowed by descriptions of the UAV target tracking simulation in Section 3.
Section 4 summarizes and concludes the paper.

2 Overview of Technical Details

Fig. 1 describes the overall picture of target tracking activities by both UAVs and
the Central Command. The scenario captured in Fig. 1 was developed as part of
theDARPATaskableAgent SoftwareKit (TASK)program in cooperationwith the
Institute of Advanced Technology and the University XXI program at Fort Hood.
Three main technologies deployed in this target tracking domain are explained in
the following sections. A number of targets are located on the battlefield (bottom
of Fig. 1). Each individual UAV (center) selects some subset of the targets to collect
information on. Coordination among the UAVs during target selection improves
the efficiency of the tracking operations. The sensor data from the UAVs is sent to
the Central Command (top) which forms a unified situational picture.
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Fig. 1. UAV Target Tracking Domain
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2.1 Autonomous Action Selection

Using the model it has for the environment, an agent must decide what actions
to perform (e.g., which targets to track in Fig. 1) to affect the environment ac-
cording to the desires the agent holds. When faced with complex desires (i.e.,
multiple targets of varying importance), an important characteristic of an au-
tonomous agent is the ability to decide which goals (targets) to pursue and in
what order. Markov Decision Processes (MDP) calculate the value of an action
as the expected value to be received immediately and in the future through con-
tinued rational action. The reward structure for MDPs is limiting since, if the
agent has multiple goals to achieve, those goals must be represented as part of
the state definition. This research separates the idea of desire states and domain
states to enable reasoning at various abstraction levels. For example, the domain
states are defined as a product of state variables, Sdomain = V1 × V2 × · · · × VL.
Using each target as a goal, desire states of an agent can be defined as a prod-
uct of the goal variables (boolean values indicating whether each goal has been
achieved), Sdesire = G1 × G2 × · · · × GK . The states represented in an MDP
must be able to differentiate between the same domain state under differing
desire states, hence the total space for action selection is the cross product of
the domain and desire spaces, S = V1 × V2 × · · · × VL × G1 × G2 × · · · × GK .
Macro actions are combinations of primitive actions whose execution will lead
to specific domain states of interest. Macro actions can be used to separate (fac-
tor) analysis of the domain characteristics from analysis of the desires, allowing
reuse of the domain analysis when desires change. Lane and Kaelbling have used
macro actions to transform MDPs into traveling salesman problems [1]. Action
selection can then be performed in terms of desire states. The expected costs of
macro execution relate the various desire states to each other, forming the desire
space. The motivations for reasoning in the desire space include: (1) the desire
space is smaller than the complete state space (the desire space grows only in
the number of tasks), and (2) the structure of the desire space can be exploited
algorithmically during computation. Full details on this method can be found
in [2].

The model for reasoning in the desire space is defined as follows. Given the
domain space of the problem Sdomain, some subset of those states are marked as
goals, G ⊆ Sdomain = {g1, g2, . . . , gK}. The states of the desire space are built
from the goal variables and the agent’s location in the domain space. Each macro
action is constructed to move the agent to a respective goal state. The desire
states are denoted by a tuple 〈Gunach, s〉. The first element of the tuple, Gunach is
the set of unachieved goals in that desire state. The second element of the tuple is
the location of the agent, s ∈ Sdomain. The agent can only be located at the initial
location sinitial, or as a result of executing a macro action, in an accomplished
goal location gi, hence, Sdesire = {〈G, sinitial〉, 〈Gunach, gi〉 s.t. Gunach ⊆ G
and gi ∈ G/Gunach}. The action set Adesire = {macro1,macro2, . . . , macroK}
is the set of macro actions, one for achieving each goal the agent holds. An
action level cost function caction is required to estimate the costs incurred by
executing the macro action. This cost is related to the distance the agent must
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travel from a given domain state to the termination state of the macro. The
value of a state is simply the sum of the cost of executing the macro from
that state (c < 0), the reward for achieving the immediate goal through macro
execution, and any expected value for being in the resulting state due to ex-
pected future goal achievement. Since goals, once completed, cannot be un-
done in this domain, loops cannot exist in the graph. This enables calculation
of the expected values to proceed through simple accumulation of the values
through graph traversal rather than an iterative process (e.g., policy or value
iteration).

When multiple agents interact, the concept of task allocation comes into play.
An agent is assigned goals by its commander (i.e., the person who deployed the
autonomous agent). In the system, the overall set of goals is defined as the union
of the individual agents’ tasks. If an agent is strictly operating independently
from other agents, it only needs to calculate the values for its own set of goals.
Interaction with other agents changes the goal evaluation model by either chang-
ing the allocation of goals among the agents or by changing the values associated
with the constituent goals. Using the evaluations performed above, agents can
perform “what-if” evaluations for possible new goal allocations. After task allo-
cations are completed, goal addition, removal, and modification algorithms are
used to update the desire-space model to reflect the information about other
agents’ actions. Interactions with other agents also aid each agent in manag-
ing its action selection reasoning by reducing the size of the desire space they
consider.

Once the UAV agents decide which targets to track based on the allocated
goals and send the sensed location information of the corresponding targets to
the Central Command, Central Command must distinguish which UAVs are the
“best” target information providers, as described in Section 2.2. This research
assumes the system is composed of a large number of UAVs, providing Central
Command with options to choose from.

2.2 Selecting Target Information Providers

For a large, dynamic system, Central Command’s task of determining which
UAVs (agents) to use as information providers can be very challenging. Agents
are goal-driven entities and efficient and accurate information acquisition is
critical to the agents’ goal achievement [3]. In open environments, information
sources can come and go, and the unknown quality of information sources varies,
resulting in uncertain, untrustworthy information. Dynamic environments result
in unreliable information quality, unpredictable changes in network topology,
and changes in information requirements. Selecting the appropriate information
sources (UAVs) requires the Central Command to decide “from whom to request
what”, and involves two tasks; search space construction and search. The search
space represents the potential sets of information providers accompanied by their
evaluations. The challenge comes from the fact that the number of information
source combinations increases exponentially as the diversity of information re-
quirements and the number of sources meeting those requirements increase. A
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proposed heuristic search called hill-climbing with mutation operation explores
the search space efficiently and finds the best solution while minimizing the
possibility of local optima [4].

Fig. 2. Information Combination Pool as Search Space

The search space (Fig. 2) consists of a set of nodes representing potential
information source combinations. Each instance of an information source com-
bination constitutes a node in a search space and is represented by an M-tuple
when an agent requires M types of information [4]. Each element in the M-
tuple is a set of information sources corresponding to each information require-
ment. For example, in 〈{a2, a4}, {a2}, {a4}〉 , the first requirement is satisfied
by a2 and a4, the second requirement is satisfied by a2, and so on. The search
space is constructed as a graph called the Information Source Combinations
Pool (ICP), shown in Fig. 2, where connected nodes can be mapped into one
by adding or removing a single source for a single requirement, so that the
adjacent nodes are minimally different. For example, there is an edge between
〈{a2, a4}, {a2, a3}, {a3, a4}〉 and 〈{a2}, {a2, a3}, {a3, a4}〉, matching the addition
or removal source a4 for the first information requirement (assuming a4 can
provide that information requirement).

The valuation of each ICP node represents how good an information source
combination is in terms of trustworthiness, coverage, and cost [4]. Trustworthi-
ness of an information source is represented by the probability distribution of
the error of the provided information from the estimate true value [5]. Coverage
represents the contribution of the information sources to an agent’s goal achieve-
ment. Cost is derived from the message-passing and computational burden re-
quired to communicate information. The currently selected node is intended to
be the best source combination at the current time. Information sources are
replaced when new combinations (1) including better partners, (2) excluding
bad or (3) be an almost or completely new set of information sources having
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a higher evaluation value than the current ones do. In the case of (1) and (2),
it is likely that most of the current partners are still included. Therefore, it is
desirable to keep the search path near the current node because it is likely that
a better node exists near the current node. Single source changes (edges) in the
ICP let an agent make use of the locality of the search space during exploration.
However, depending only on the locality can reach a local optimum or can slow
down the search in the case of (3), so exploration of the search space must be
expanded to reduce the possibility of the local optimum. However, expanding
the exploration in turn costs more and may waste the resource if the exploration
does not return a better result.

Hill-climbing with mutation operation concurrently make use both of the local-
ity by adopting hill climbing search method [6] and of the exploration by adopt-
ing a mutation operation borrowed from genetic algorithms [7]. Hill-climbing is
a heuristic search seeking a state which is better than the current state, and
thus we can always get a result which is better than or at least equal to the
current state. Mutation serves to generate a new node to be inspected by ap-
plying a simple modification rule to the current node, and it enables random
walks in the search to detect a local optimum and helps escape from the local
optimum.

Once Central Command has decided from which UAVs to request which infor-
mation, it must valuate the incoming information to build an accurate estimate
of target location, as demonstrated in Section 2.3.

2.3 Valuation of Target Location Information

After Central Command has identified potential tracking UAVs for a given tar-
get, as explained in Section 2.2, it must then select the best location information
from those UAVs; some information may not be reliable due to sensor inaccura-
cies, noise, or age. By adopting a set of policies for choosing information, Central
Command can attempt to minimize the risks associated with dependencies on
information-providing UAVs (as dynamics in agent capability and environmental
conditions introduce change).

Since Central Command does not know true target locations, it has no ba-
sis to judge the quality of information based on a UAV’s communicated values
alone. However, it can follow general policies [5] for identifying the most ac-
curate information. These policies, identified below, are näıve heuristics when
implemented in isolation. For example, Jonker and Treur [8], Sen and Sajja [9],
and Yu and Singh [10] have developed mechanisms for modeling source trustwor-
thiness (see #4 below), but their modeling fails to consider that reliable sources
may have uncertain or expired information. An algorithm employing a compro-
mise of all policies can identify robustly the most valuable information for good
decision-making.

1. Priority of Maximum Information: When forming an estimate, incorporate
information from as many UAVs as possible. Based on the Central Limit
Theorem, given information from a greater number of UAVs, the derived
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estimate should be closer to the trust value being estimated. This concept
works best with many reporting UAVs and assumes that UAVs are statisti-
cally independent in their reporting.

2. Priority to Corroborated Information: Give priority to information that can
be corroborated. High value should be assigned to information that is similar
to other information.

3. Priority for Source Certainty: Give priority to information from UAVs con-
veying high certainty on that information. If the UAV is proficient at con-
veying a quality certainty assessment, that certainty assessment will be an
indication of the accuracy of the information.

4. Priority to Reliable Sources: Give priority to information from UAVs esti-
mated to be most reliable. If a reporting UAV is estimated to be a provider
of quality information (in other words, the UAV has a high reputation),
based on past experience or recommendations from other entities, then the
information provided by that UAV should have high value.

5. Priority to Recent Information: Give priority to information estimated to
be most recent. Since the true target location being estimated is more likely
to have changed as more time passes, older information is less likely to be
accurate. In order to assign relative value to information of different ages,
the rate at which the target location changes must be known; the faster that
location changes, the more quickly information loses value.

These five policies can ensure secure decision-making despite uncertainty in
source information by acknowledging three types of error in source-reported in-
formation. First, error may be due to the age of the information. As discussed
previously, the target location being estimated may have changed since the in-
formation was received, and we assume the amount of change is related to the
amount of time that has passed. Second, error may be due to UAV unreliability.
UAVs may be malicious (taken over by the enemy) or incompetent (due to sensor
failure). Third, error may be due to the UAV’s uncertainty in its information.
A UAV may be uncertain about the information it provides due to the uncer-
tain quality of its own sensors or the age of its own information, for example.
In the algorithm we employ, UAVs communicating greater certainty experience
greater loss or benefit to their reputations. Therefore, UAVs have an incentive
to accurately communicate their certainty on the information they provide. Be-
cause UAVs are permitted to convey their own certainty in their reports, Central
Command is relieved from evaluating the “history” of the information prior to
its receipt by Central Command itself. For example, Central Command need
not care about the age of the data from the UAV’s perspective or the quality
of the UAV’s sensors; those factors should be expressed in the UAV’s certainty
conveyed to Central Command.

3 Application to UAV Target Tracking

The technologies described in Section 2 have been implemented in a simulation of
UAV target tracking for the purposes of experimentation and demonstration. In
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this simulation, targets are located at various points in a 2-dimensional surveil-
lance field and agents, controlling UAVs, track target locations. Fig. 3 shows the
graphical user interface for the demonstration of action selection. Each UAV is
represented by a dot surrounded by a circle indicating the UAV’s sensor radius.
Targets are depicted by dots surrounded by shaded circles whose size and dark-
ness represent the amount of time elapsed since the target sensed by any UAV.
The scenario for this simulation assumes a Central Command receives target lo-
cation information from UAV agents and forms estimates about target locations.
UAV agents have varying reliability depending on sensor quality.

Fig. 3. Simulation demonstration coordination among UAVs for multiple moving
targets

At the most basic level, an agent has control over the heading and speed of a
single UAV. A state in the state space is defined by the location, heading, and
speed of the UAV in conjunction with the locations of the targets. Each target
has an associated reward value, which grows with the urgency of that target
(i.e., the time since last scanned). Movement incurs a cost proportional to the
distance traveled as an abstraction of resources, such as fuel, forcing the agents
to trade off expected rewards against costs.

Each agent is charged with selecting which target their UAV is going to service
next with the overall goal of keeping the models of target positions updated.
Towards this end, target valuations are guided by two principles: (1) the desire
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to service a particular target is increases as time passes, and (2) the desire to
service a particular target decreases as distance to that target increases. The
first principle is ensures fairness, so that all targets will eventually be serviced.
The second principle increases the efficiency of the servicing, encouraging the
agents to service nearby targets first, rather than crisscrossing the space. Target
movements introduce uncertainty into value estimation. Calculating the exact
expected cost incurred by an agent to reach a given target is rather complex due
to this uncertainty but a probabilistic encounter model could be used, estimating
cost as a function of the distance between the UAV and the target).

Action of the UAVs also adds uncertainty to modeling the expected reward
value for visiting a target. Visiting a recently visited target is less useful to
keeping an up-to-date situational picture than updating information on older
targets. Unless an agent can predict the future actions of other agents, an agent
is not guaranteed to receive any reward for its work. For coordination, agents
communicate some aspects of their internal decision-making evaluations. For ex-
ample, the agents may communicate their exact desire valuations on the targets,
or after computation, a preference relation describing their valuations in a more
general manner (revealing less information to the other agents). Additionally, if
an agent is committed to performing an action, it will eventually perform that
action unless rendered incapable. Upon receipt of any of these communications,
agents update their desire space models (as described in Section 2.1) to recalcu-
late the most rational course of action. Using this framework, the simulation was
used to compare four coordination mechanisms: no coordination, location-based
inference, communicated inference, and explicit partitioning.

With no coordination, the agents operate without any knowledge of the other
agents in the system. This option requires no additional computational resources
or communication on behalf of the agents. Since the agents have no awareness
of the other agents, they tend to operate redundantly, often visiting the same
targets. Location-based inference and communicated inference both spread the
UAVs through an implicit partitioning of the targets, discounting the expected
rewards based on predicted future behavior of the other agents. Location-based
inference uses only location information for the other UAVs. Assuming that the
UAV will service nearby targets, targets that are closer to other agents have their
expected rewards reduced in the desire-space. Communicated inference is similar
to location-based inference, but the agents calculate which are their preferred
targets and communicate those preferences to the other agents. The benefit of
this approach over location-based inference is that the agents can incorporate
their local knowledge when calculating their preferences.

With explicit partitioning, the agents negotiate an allocation of the goals to
respective agents, effectively reducing the overlap to zero through removal of
goals from the agents’ desire-space models. Possible drawbacks of using explicit
partitioning include an increase in communications and computational resources
needed to calculate and negotiate the partition. Also, this method, if improperly
used, can result in commitments far into the future, restricting the ability to
adapt to changing conditions.



Application of Action Selection, Information Gathering 75

Comparison of Efficiency

0
20
40
60
80

100
120
140
160

N
o

C
oo

rd
in

at
io

n

Lo
ca

tio
n

In
fe

re
nc

e

C
om

m
un

ic
at

ed

In
fe

re
nc

e

E
xp

lic
it

P
ar

tit
io

ni
ng

Coordination Mechanism

T
im

e 
to

 T
ar

g
et

Easy

Hard

Comparison of Solution Quality

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

N
o

C
oo

rd
in

at
io

n

Lo
ca

tio
n

In
fe

re
nc

e

C
om

m
un

ic
at

ed

In
fe

re
nc

e

E
xp

lic
it

P
ar

tit
io

ni
ng

Coordination Mechanism

T
ar

g
et

 H
it

 R
at

e

Easy

Hard

(a) (b)

Fig. 4. Results comparing the effect of coordination on action selection in terms of
(a) solution quality, and (b) efficiency of action

Fig. 4 compares the four coordination mechanisms described above. In each
case, three agents are used to cover a battlefield. Targets are added to random
locations on the battlefield at regular intervals. Difficulty of coverage (easy/hard)
is related to the speed at which targets are added. Targets have a given lifetime
after which they are removed by the mission commander. If this occurs, it is
counted as a missed target. Fig. 4(a) shows the effect of the coordination mech-
anisms on the ability for the agents to spread out across the battlefield. The
results show that explicit partitioning is the best, while the implicitly partition-
ing of location inference and communicated inference are slightly better than
no coordination. Fig. 4(b) shows the efficiency of the agents at retrieving their
rewards, measuring the distance traveled on average to visit each target since
cost is dependent upon distance. Increasing the amount of coordination reduces

Fig. 5. Topology Viewer demonstrating selection of UAVs as providers of information
about target locations
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the distance traveled, meaning there was less overlap in the actions of the agents
due to less uncertainty about the actions of other agents.

Once the UAVs are in action collecting information about the targets, the Cen-
tral Command must evaluate that information to form a unified situational pic-
ture. Demonstrating the research presented in Section 2.2, Fig. 5 (the Topology
Viewer) shows which information sources are selected by the Central Command.
The main pane shows the spatial layout of the UAVs in the system. The Central
Command is depicted by a dot surrounded by a red circle. Targets of interest
are marked by red Xs. Lines from the Central Command indicate which UAVs
(information sources) have been selected, with the color of the source indicating
their trustworthiness. A legend describing the meaning of the colors is provided
in the lower left of the interface. This viewer demonstrates the dynamic infor-
mation source selection by the Central Command, illustrating changing source
selections as time progresses and UAVs and targets move around.

Fig. 6. UAV Simulation demonstrating the All-Policy Algorithm for belief revision

Fig. 6 shows the graphical user interface setting up the belief revision simu-
lation and experiments. In this simulation, a user can set the number of targets,
the number of UAVs, the number of timesteps, and a belief revision algorithm.
The scenario for this simulation assumes a Central Command which receives
reports from UAV agents, which are modeled as information sources, about a
target’s location each time the source senses the target, (i.e., when the target
is within that UAV’s sensor range). The Central Command then forms beliefs
about target locations. UAV agents have varying reliability depending on their
sensors; one UAV Agent may have a sensor that is more accurate than the sensor
belonging to another UAV Agent. UAV Agents obtain target location informa-
tion from their sensors at varying intervals depending on their flight paths.
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(a) (b)

Fig. 7. Target location estimation results comparing (a) Näıve Algorithm and (b) All-
Policy Algorithm

Fig. 7 (a) and (b) demonstrate the improvement in location estimate accu-
racy when information valuation policies are utilized. Fig. 7 (a) shows Central
Command’s target location estimates as computed using no information valu-
ation (Näıve Algorithm), averaging location information from all UAV agents.
Fig. 7 (b) displays Central Command’s estimates as computed based on the five
policies of Section 2.3, using the All-Policy algorithm for choosing UAV loca-
tion information. Dots with error bars represent Central Command’s estimate of
target location and its certainty on that estimate, respectively. For comparison
purposes, lone dots represent the target’s actual location. First, note that the
All-Policy algorithm achieves lower error in its target location estimates, shown
both on the chart and by the computed average error. Second, when Central
Command is receiving no UAV Agent reports (when the location estimate re-
mains static), the All-Policy algorithm adjusts its error bars to accommodate
the known decrease in target location certainty.

4 Conclusions

This paper illustrates three agent technologies applied to the UAV target track-
ing domain for (1) coordinating target tracking among multiple UAV agents,
(2) identifying the UAVs serving as the best information providers, and (3) eval-
uating the accuracy of location information.

UAV agents try to make the best (rational) decisions they can, to change the
domain according to their desires. Computational efficiency, when determining
the best action, is improved by using macro actions to factor the state space and
estimate the cost of pursuing each goal. Reasoning is performed in the “desire
space”, which describes the expected value of pursuing a goal in the context of
how selected actions facilitate the pursuit of other goals in the future. The desire
space also permits evaluation of task allocations, enabling “what-if” reasoning
and coordination among the agents.

In the UAV target tracking domain, because of the inherent incompleteness in
agents’ sensing capability, communication among agents is necessary for build-
ing beliefs about target locations. To facilitate the target tracking activity, a
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reliable information network is constructed by finding the most appropriate in-
formation sources (UAVs in this case) from which to acquire necessary target
location information. While the exchange of information through the commu-
nication can compensate for the lack of complete capability, the agents can be
exposed to unexpected degradation of information quality by the communicated
information. Therefore, it is critical for agents to be equipped with a capability
to distinguish between “good” agents and “bad” agents, and to construct an
information sharing network with “good” agents. Good agents acting as infor-
mation sources are those who are the most trustworthy and provide the most
relevant information at the least cost [11]. A heuristic search algorithm based on
agent evaluations enables the agents to build the information sharing networks
with the appropriate information sources.

Trustworthiness evaluation not only helps in finding appropriate information
sources, but also is significant for building accurate beliefs. Beliefs constitute a
situational picture about the environment, and may affect the decision-making
of agents holding the beliefs. This research uses a policy-based trustworthiness
evaluation scheme. This policy-based scheme combines a set of heuristics for
information valuation to overcome the potential risks or uncertainty caused by
information exchange. The policy-based trustworthiness evaluation can ensure
decision-making security.

The combination of these three technologies provides each UAV with func-
tionality needed for coordinated autonomous operation and accurate situational
pictures by building partnerships with “good” information sources then dynam-
ically valuating the information from those sources.
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Abstract. We address the problem of automatic target recognition
(ATR) using a multi-agent swarm of unmanned aerial vehicles(UAVs)
deployed within a reconnaissance area. Traditionally, ATR is performed
by UAVs that fly within the reconnaissance area to collect image data
through sensors and upload the data to a central base station for an-
alyzing and identifying potential targets. The centralized approach to
ATR introduces several problems including scalability with the number
of UAVs, network delays in communicating with the central location,
and, susceptibility of the system to malicious attacks on the central
location. In this paper, we describe a multi-agent system of UAVs to
perform ATR. We assume that each UAV has limited computational ca-
pabilities and target identification can be performed by several UAVs
that combine their resources including their computational capabilities.
The UAVs employ a swarming algorithm implemented through software
agents to congregate at and identify potential targets, and, a gossiping
mechanism to disseminate information within the swarm.

1 Introduction

Automatic target recognition (ATR) involves determining the visual and other
distinguishing features (signature) of an object, usually from a distance, and
using this signature to automatically identify the object as a potential target.
Over the last few years, unmanned aerial vehicles(UAVs) have been employed
to obtain image data through their sensors from objects within a reconnaissance
area. This image data is uploaded to a central location, usually the base station,
where potential targets are identified using image classification and identification
algorithms [2, 6, 8]. The base station has considerable computing resources and
is capable of fusing the data obtained from the multiple UAV sensors to per-
form intelligent image classification. However, this centralized model for ATR
introduces several problems including scalability with the number of UAVs, net-
work delays in communicating with the central location, and, susceptibility of
the system to malicious attacks on the central location.

With the advancement of technology, the computation power of processors
on UAVs has improved significantly and mini-UAVs can perform moderate com-
putation beyond the trivial data acquisition and upload to a central processing
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location. In contrast to a centralized model for ATR, we envisage that the com-
puting power of individual UAVs could be assimilated into a swarm of coordinat-
ing UAVs that perform ATR in a distributed manner. In a swarmed model, each
UAV individually searches for potential targets within an area of interest using
its image sensor. As soon as the image of an object is sensed to be a possible
target by a UAV, other UAVs cooperate with it by swarming towards the po-
tential target to collectively perform ATR and confirm the object as a target. A
distributed model for ATR can scale with the number of UAVs, and, is also less
susceptible to communication delays and security attacks than the centralized
model. Therefore, it makes sense to investigate a distributed computation model
for ATR. In this paper, we describe a multi-agent system called COMSTAR(Co-
Operative Multi-agent Swarm for automatic TArget Recognition) that enables a
group of UAVs deployed within a reconnaissance area to behave collectively as a
swarm and perform ATR in a distributed manner. In contrast to traditional dis-
tributed processing techniques used for implementing decentralized algorithms,
we have employed an ant based algorithm to implement the swarming behavior
of our system.

2 Ant-Based Swarming Algorithm for ATR

Our swarming mechanism for ATR is inspired by the stigmergetic activity used
by social insects such as ants [1] to locate food. Stigmergy enables ants to indi-
rectly communicate with each other about their environment using a chemical
substance called pheromone. For example, while searching for food ants start
from their nest and leave behind a pheromone trail along the path they tra-
verse. The path from the nest leading to a food receives the highest amount of
pheromone. Pheromone provides positive reinforcement to future ants, and, ants
searching for the food later on use the trail as a positive reinforcement to lead
themselves to the food.

To enable the ant algorithm in our system, we use pheromone to indicate
potential targets while ants are implemented through software agents located
within the computers on the UAVs. Software agents are characterized by a small
footprint (few kilobytes) and are suitable for execution on computers within
UAVs with limited computation power.

The problem of ATR by UAVs is different from the stigmergetic behavior
of ants. In the traditional ant algorithm, ants leave a pheromone trail on the
ground over which they travel. However, for airborne UAVs there is no physical
medium through which the pheromone can be communicated with each other.
Also, because the model is distributed with computation being performed locally
by each UAV, shared memory based techniques cannot be used to communicate
pheromone. Here, we have used a gossip based mechanism to enabled stigmer-
getic communication between UAVs. In the traditional ant algorithm, the food
that needs to be discovered by ants is assumed to be available at a fixed location.
However, in ATR the location of a mobile target(e.g. tank) can vary temporally.
In our algorithm, we have used subtractive anti-pheromone to dynamically up-
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date rapidly changing trails corresponding to mobile targets. Finally, in tradi-
tional ant algorithms, ants explore or forage the region using a random walk
when no pheromone trail is available. However, random foraging cannot be used
for UAVs because UAVs might collide with each other while moving randomly,
or, a UAV might end up repeatedly flying over an area that has already been
analyzed by itself or other UAVs. In this paper, we use a deterministic forag-
ing mechanism that enables UAVs to disperse away from each other to avoid
collision and redundant analyses of ground areas in the absence of pheromone
information. In the next section, we describe the operation of the COMSTAR
system and then we describe the modified ant algorithm that enables swarming
behavior among the UAVs in COMSTAR.

3 COMSTAR Operation

We consider a battlefield scenario where commanders(humans) located at the
base station are interested in detecting potential targets within a reconnaissance
area. To achieve this, UAVs are deployed from the base station into the area
of interest(AOI). Because the AOI can be considerably large in size and might
contain areas with geographical features that are not navigable by UAVs (for
e.g., mountains, corridors) the AOI is logically divided into smaller sub-areas
and a group of UAVs is deployed by the base station into each of these sub-
areas. The number of UAVs comprising a UAV-group is determined by equally
dividing the total number of UAVs at the base station over the number of sub-
areas within the AOI. The sub-area within which a UAV is deployed by the base
station is referred to as the home area of the UAV. UAV’s can leave their home
area to visit other regions of the AOI to manifest the swarming behavior of the
system. Because our focus in this paper is the swarming behavior of the system,
we assume that the algorithm for determining the geometry and number of the
sub-areas is available at the base station and we do not discuss this problem
further in this paper.

We assume that each UAV is provided with the following equipment to enable
it to perform ATR: (1) Wireless communication capability for sending and re-
ceiving messages from other UAVs and the base station. (2) One or more image
sensors capable of capturing snapshots of the area over which the UAV flies. (3)
Processor with limited computing capability. (4) Rudimentary image processing
software that enables the UAV to identify objects obtained by its image sensors
as potential targets. We assume image processing algorithms for ATR [7] are
available for incorporation on a UAV and concentrate on the swarming behavior
of the system in the rest of the paper. (5) A global positioning system(GPS) that
returns the 3-d co-ordinates (latitude, longitude, altitude) of the UAV’s current
location.

Because of limited computational resources available on a single UAV, we
assume that a UAV’s image processing algorithm is not sophisticated enough
to definitely identify an object as a target. For definite target identification, n
other UAVs need to visit the location of the potential target to observe and
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confirm it as a definitive target. The swarming behavior in the system becomes
more pronounced as n increases. The exact value of n can be determined by
the base station from the operational requirements and constraints of a specific
battlefield scenario.

3.1 UAV Operation

After being deployed within its home-area, each UAV uses the deterministic for-
aging algorithm described in Section 4.1 to navigate within its home area. The
UAV’s image sensor continuously captures snapshots of objects within its viewing
area and passes them to the image processing algorithm. When the UAV’s image
processing algorithm determines an object sensed by it as a potential target, it
has to enlist the cooperation of n other UAVs to confirm the potential target.
To enable this, when a UAV discovers a potential target it associates a particu-
lar amount of pheromone with the location of the potential target. Pheromone
decays with time. The pheromone value of the potential target is broadcast over
the UAV’s wireless communication link using a gossip mechanism described in
4.3. UAVs that are within the communication range of the broadcasting UAV
receive the gossiped pheromone value, and, also forward it to other UAVs.

Because there are likely to be multiple targets within the AOI, a UAV can re-
ceive multiple gossiped pheromone values. The objective of each UAV is to navi-
gate towards the potential target that has the highest time-discounted
pheromone value. The overall effect of this behavior would be that most UAVs
get attracted towards the most prominent potential target, manifesting in the
swarming behavior of the system.

To implement the swarming behavior in our system, each UAV maintains
a pheromone landscape containing an abstraction of the potential targets that
the UAV is aware of through its sensors, or, through gossip from other UAVs.
The goal of each UAV is to move towards the location with the highest time-
discounted pheromone value on its pheromone landscape.

In COMSTAR, different UAVs might have different sensor capabilities and
image processing algorithms leading to different perceptions(pheromone value)
for the same potential target. If each UAV decides to blindly move towards the
most prominent potential target as soon as it hears gossip about it, aborting its
current mission and without considering the potential target’s time-discounted
pheromone value, the differences in perception of different strategic agents, and
the time required to reach the target, the UAVs would end up switching goals
very rapidly, and, possibly, the swarming behavior of the system would be never
be achieved. To address this problem each UAV maintains a prioritized set of
tasks, each task corresponding to a point on its pheromone landscape. The de-
cision by a UAV to alter its current mission and pursue a new task(potential
target) is based on the priority of the task within its task set.

In the next section, we describe the algorithms used by a UAV to implement
the swarming behavior of the system. Because each UAV encapsulates the soft-
ware agent that implements these algorithms, we use the terms agent and UAV
interchangeably in the rest of the paper.
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4 Model

We consider a set of A agents. Each agent i ∈ A maintains the following sets:

– Ψi: Pheromone landscape of agent i comprising the set of potential targets
received through gossip or discovered through its sensors,

– Γi: set of tasks corresponding to the targets it is aware of.

Each point ψ in Ψi corresponds to a potential target is defined as ψ =
{pher, loc, time}, where pher ∈ [0, 1] is the amount of pheromone associated
with the potential target, loc ∈ L ⊂ R3 is the location of the potential target
in 3-d co-ordinates (latitude, longitude, altitude) obtained through the UAV’s
GPS, and time is the time at which this pheromone was last updated. In COM-
STAR, time is measured in logical units called ticks. Every entity in COMSTAR
receives the current time measured in ticks from a globally available clock (in
the COMSTAR simulator)1.The availability of globally available clock avoids
synchronization problems between different UAVs in COMSTAR.

Each task γ ∈ Γi corresponds to a pheromone-point on the pheromone land-
scape Ψi of agent i and is defined as γ = {ψ, prio, status} where ψ ∈ Ψi is the
pheromone corresponding to the task, prio ∈ [0, 1] is the priority of task γ, and,
status = {Potential,Definite} gives the identification status of the target. The
priority of each task γ ∈ Γi is recalculated every time the pheromone landscape
of agent i gets updated. Each UAV has limited computational resources includ-
ing data storage capacity. Therefore, we assume that each agent can hold a finite
number of tasks within its task set and discards low priority tasks that cannot
fit within the storage limits of the task set.

An agent’s set of actions is given by:

– Navigate to the location of the highest priority task within its task set
– Gossip pheromone values that it is aware of
– Forage deterministically to explore the AOI when the task set is empty.

4.1 Deterministic Foraging

The task set Γi of agent i is empty when it is initially deployed within its home
area by the base station, and, when there is no gossiped pheromone information
that are attractive enough for the agent to move towards. In such a scenario,
agent i forages on its own using the deterministic foraging algorithm, as shown
in Figure 1. The deterministic foraging algorithm divides the immediate vicinity
of an agent into sectors and then selects the least dense sector to move to. This
ensures that while foraging agents maintain sufficient distance with each other
so that they do not physically collide with each other, or, perform repeated
surveillance of the same area that has no potential targets.

1 In a real battlefield scenario, the current time can be obtained by each UAV from
its GPS.
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Location deterministicForage(){
Agent[] agentList;
int[] agentsInSectors; // number of agents in sector j
agentList = getNearbyAgentList(); //using ping responses
for each agent a in agentList

Determine sector containing a and update count
agentsInSector for that sector;

Select the sector that has the least value of agentsInSector;
return the 3-d co-ordinates of midpoint of selected sector

}

Fig. 1. Deterministic foraging algorithm used by agent i

4.2 Pheromone Landscape Update

The pheromone landscape ψi of agent i gets updated when it receives new
pheromone information through gossip from other UAVs, or discovers a potential
target through its sensors. The equations used for pheromone update are:

ψ.phernew = λψ.pherold + (1 − λ)pherin (1)

where, ψ.phernew denotes the updated pheromone level, ψin denotes the incom-
ing pheromone information from gossip or direct sensing of a potential target
by a UAV, and ψ.pherold denotes the time-discounted value of the pheromone
level of the pheromone-point ψ, if the point was already there on agent i’s
pheromone landscape. ψ.pherold = 0 if the pheromone-point did not exist in
agent i’s pheromone landscape. The parameter λ in Equation 1 controls the
preference between newly received pheromone information and prior informa-
tion of a pheromone point corresponding to a potential target. The parameter
ψ.pherin in Equation 1 is calculated as:

ψ.pherin =
{

w1s + w2c (when target is directly sensed by UAV)
ψ′.pher. (pher. value obtained through gossip) (2)

The parameters s and c in Equation 2 represent the severity of the potential
target and the confidence in identifying the image from the sensor as a poten-
tial target. Both these parameters are returned by the UAV’s image processing
algorithm. Weights w1 and w2 represent agent i’s belief in the parameters s and
c. Similar to Equation 2, the parameters ψ.loc and ψ.time for pheromone point
ψ are updated with the current location and time when a potential target is
directly sensed by a UAV, or, updated with the corresponding location and time
values obtained through the gossiped pheromone information otherwise.

Pheromone values are time-discounted. Therefore, the actual value of
pheromone ψ.pher perceived by an agent is given by:

ψ.pheractual = ψ.pher.e−β(currentT ime−ψ.time),

where β is a control parameter.
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4.3 Gossip Mechanism

Each agent employs a gossip mechanism [9] to communicate with other agents.
For this, an agent first broadcasts a ping message. Other agents that are within
communication range of the agent originating the ping message respond with a
ping-ack message that sets up the wireless communication channel between the
sender and receiver agents. An agent sends out a ping message at intervals of
tping given by:

tping = u ∗ gossipDelay

where, u ∈ (0, 1] denotes the urgency of agent i to gossip with other agents and
gossipDelay denotes the maximum allowable interval between two gossips. The
algorithm for gossip used by agents is outlined in Figure 2.

void gossip(){
// First send gossip to all agents(UAVs) within comm-range
Broadcast ping message
a = set of agents that responded with a ping − ack
for each element ψ ∈ Ψi

sendMessage(ψ, a);

// Receive gossip from other UAVs
Queue gossipInQueue;
gossipInQueue = Get messages gossiped by other agents
for each element q in gossipQueue {

ψ′ = q.getPheromonePoint();
// check to see if information on pheromone point ψ
// is already there in agent i’s pheromone landscape
if ∃ψ′′.loc ∈ Ψi satisfying (ψ′.loc = ψ′′.loc){

Update ψ′′.pher, ψ′′.time in Ψi using Equation 1
Update γ.prio for task γ that has γ.ψ.loc = ψ′.loc

using Equation 3
}
else{ // add ψ′ to Ψi

Ψi = Ψi ∪ ψ′;
Create a new task γ in Γi

γ.prio is calculated using Equation 3
γ.ψ = ψ′

γ.status = Potential
}}}

Fig. 2. Gossip algorithm used by an agent

4.4 Task Prioritization and Navigation

The pheromone landscape Ψi and corresponding task set Γi of agent i gets up-
dated as agent i becomes aware of new potential targets. Agent i uses its decision
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function Di : Γi → L, where L ⊂ R3 to determine the location corresponding to
the highest priority task in its task set Γi.

Di(Γi) = L,

where L = γ′.loc, and, γ′ = arg maxγ.prio, γ∈Γi
Γi,.

The priority of each task γ ∈ Γi is dynamically calculated based on the
agent i’s current task (i.e., its current destination), its current location, and
the distance and direction of the potential target corresponding to task γ with
respect to the the current location and current destination of agent i.

The priority function prio : γ.ψ × γdest.ψ × lc × ld → [0, 1] where γ.ψ ∈ [0, 1]
is the amount of pheromone associated with task(target) γ, γdest.ψ ∈ [0, 1] is
the amount of pheromone associated with the current destination of agent i, and
lc, ld,∈ L ⊂ R3 are the co-ordinates of the current location of the agent, and the
co-ordinates of the agent’s current destination respectively. We have defined the
priority function as:

prio =
γ.ψ

γdest.ψ
× χ,

χ = ((tcb + tdb)(| lγ − lc |)+ | ld − lc |)μ (3)

where χ represents the amount of travel saved by visiting the pheromone-point
corresponding to task γ before the destination, μ is a control parameter, and
tcb, tdb ∈ {1,−1} are variables that represent the current bearing of the target
with respect to agent i’s current location and current destination respectively.
This definition of the priority function ensures that pheromone-points that are
significantly prominent than agent i’s current destination, or, are en-route to
agent i’s current destination receive a higher priority than agent i’s current
destination. In such a scenario, agent i postpones its current task (current des-
tination) and switches its action to perform (i.e., move towards the location of)
the pheromone-point corresponding to task γ.

The navigation algorithm determines the location that the agent has to visit
next. This location is determined either by the potential target corresponding to
the task with the highest priority in each agent’s task set, or, by the deterministic
foraging algorithm when the task set is empty. When the UAV’s fuel reserves
are depleted, the UAV returns to the base station for re-fueling. The navigation
algorithm used by agent i is outlined in Figure 3.

After a potential target is identified as a definite target, the pheromone de-
posits corresponding to it are eliminated from the pheromone landscape of ev-
ery agent that participated in identifying it. After the target is identified, other
agents that do not participate in the target identification stop receiving gossiped
pheromone information about the target. The pheromone values about the po-
tential target available on other agents’ pheromone landscapes get decayed over
time to a zero-value. Therefore, other agents are not attracted to the location
where a target has already been identified.
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void navigate(){
Location l;
if (FuelLevelLow = true) moveUAVTo(baseStation);
else if (Γi = {})

moveUAVTo(location returned by deterministicForage());
else{

for each γ ∈ Γi

Update the time-discounted priority of γ using Equation 3
moveUAVTo(Di(Γi));

}}

Fig. 3. Navigation algorithm used by an agent

4.5 Mobile Targets and Anti-pheromone

Identifying mobile targets for ATR in a distributed swarmed environment is a
challenging problem. Mobility of a potential target implies that the pheromone
value associated with the position of the potential target is no longer valid when
its moves to a new location. Simultaneously, the new location of the target
should now have a pheromone value associated with it. The dynamic location
of the target would correspond to a specific pheromone value whose location
moves dynamically with the target. To enable identification of mobile targets,
when a UAV arrives at a location corresponding to a potential target reported
through gossip and does not see the target, it deposits anti-pheromone at the
location to update (cancel) the pheromone value associated with the location.
Anti-pheromone at a location repels UAVs in the future from visiting the lo-
cation. If the agent is able to detect the potential target at a new location, it
also deposits pheromone at the new location of the mobile target. The gossiped
pheromone information about the target’s new location attracts future UAVs to
the target’s new location.

5 Simulation Results

We have implemented the COMSTAR system over the AEDGE agent platform
that provides a simulation environment for multi-agent systems. In AEDGE,
agents corresponding to UAVs and targets can be placed at different geographic
locations on a 3-d map. For our first simulation, we consider a scenario compris-
ing six agents(UAVs) employing our swarming algorithm to locate and identify
three stationary targets within an AOI. The AOI is divided into three rectangular
sub-areas corresponding to the home-areas for each pair of UAVs. As shown in
Figure 4, UAVs use the deterministic foraging algorithm when they are initially
deployed within their home area because their task set Γi is empty. We assume
that at least n = 3 UAVs are required to confirm a potential target as a definite
target. As the information about the potential target gets gossiped by UAVs,
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Fig. 4. Snapshot from a COMSTAR simulation illustrating the deterministic foraging
behavior of UAVs when they are initially deployed in their home-areas

Fig. 5. Snapshot from a COMSTAR simulation illustrating the location of UAVs after
a target is identified definitively. UAVs from different locations in the reconnaissance
area form a swarm to arrive at and confirm the potential target.

each UAV updates its pheromone landscape and uses its decision function to
move towards the most prominent potential target for confirming it as a definite
target. Because our scenario comprises only two UAV’s per home area, at least
one UAV from a different home area must travel towards each potential target to
assist in its identification. This swarming behavior of the UAVs is illustrated in
Figure 5 that shows three UAVs congregating at a potential target to identify it
definitively. In our second simulation, we consider a scenario with a single UAV
within an AOI and target distribution identical to the first simulation. This sce-
nario corresponds to a non-swarming centralized model for ATR where target
recognition is done at the base station. The relative times for identifying the
three targets shown in Table 6(a) illustrate that the swarmed model for ATR
performs more efficiently than the centralized model while identifying increasing
number of targets in a large AOI.

Figure 6(b) shows the update of anti-pheromone by UAVs in a simulation
with mobile targets. As the mobile target changes location, older pheromone
values corresponding to previous locations of the potential target get diminished
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No. of Time to Time to
targets identify identify target

target with in central-
swarm -ized model

1 55 11
2 133 519
4 184 Not discovered

Fig. 6. (a) Comparison of the times required for target identification using a swarmed
model vs. using a centralized model for ATR. (b) Snapshot from a COMSTAR simu-
lation illustrating the subtractive pheromone update by different UAVs while tracking
a mobile target.

(light colored circles) due to anti-pheromone deposited by a UAV visiting the
target that cannot determine the target at that location. Correspondingly, UAVs
deposit pheromone (dark colored circles) at the locations recently visited by the
mobile target as illustrated by the larger solid dots at the top right corner of
Figure 6(b).

6 Related Work

Over the past decade, algorithms inspired by natural adaptive systems such as
insect colonies have been applied to various complex problems including the
traveling salesman problem (TSP) [1, 6], telecom network routing [5, 11], and
distributed information search [3, 4]. In most these systems, the nodes of the
network along which ants deposit pheromone are stationary. In contrast, for the
COMSTAR system, the nodes of the network reprsented by the UAVs are pro-
vided with mobility to search and locate mobile targets. a priori, the targets
can be mobile. Multi-agent systems [12] provide a suitable framework for im-
plementing decentralized algorithms through interactions between entities. Soft-
ware agents are used widely for various commercial and military applications
such as Virtual Information Processing Agent Research (VIPAR) and Boeing
Inc.’s LogNet. In [10], an insect based swarming algorithm for ATR is described.
In contrast to their work, the UAV algorithms described in this paper use de-
terministic foraging when there are no available potential targets, and, take into
account the UAV’s current mission and the characteristics of a potential target
characteristics before deciding to move towards the potential target.

7 Conclusion and Future Work

In this paper we have described swarming algorithms for ATR using a multi-
agent system. The swarmed model addresses problems in the centralized model
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for ATR such as scalability in the number of UAVs and network congestion and
reliability of the central location. Our simulation results show that the swarmed
model compares favorably with the centralized model as the number of targets
and the size of the AOI increases. This work has been our first step in developing
a swarming algorithm for ATR. We are currently improving different features
of the COMSTAR system. We are investigating an improved communication
protocol based on a decision theoretic mechanism that enables a UAV to identify
other suitable UAVs to exchange gossiped information with. Another area we are
investigating involves dynamically partitioning the AOI as the swarm operates.
Specifically, we are interested in the problem of ensuring consistent coverage of
different regions in the AOI to prevent honey pot-like attacks on the system.
Finally, we are investigating reliable communication protocols using bayesian
updates to address issues related to security and fault tolerance in the system.
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Abstract. Ensuring the confidentiality, integrity and availability of in-
formation is the key issue in the battle for information superiority and
thus is a decisive factor in modern warfare. Security policies and security
mechanisms govern the access to information and other resources. Their
correct specification, i.e. denial of potentially dangerous access and ad-
herence to all established need-to-know requirements, is critical. In this
paper we present a security model that allows to express dynamic access
control policies that can change on time or events. A simple agent sys-
tem, simulating a platoon, is used to show the need and the advantages
of our policy model. The paper finally presents how existing tool-support
can be used for the analysis and verification of policies.

1 Introduction

Fast and reliable access to information is becoming one of the major factors
that decide on the success of a military operation. Modern technologies, such as
airborne sensors and satellite imaging, provide more detailed and accurate data
about the physical domain than ever before. The amount of information helps
to lower uncertainty whilst new technologies to communicate information, help
to develop shared situational awareness.

The sheer load of information also has its drawbacks. Commanders that need
to make decisions quickly might not have the capability to analyse and compre-
hend the provided information in time. Decision making processes are therefore
supported by systems that are capable of analysing, filtering, combining and pre-
senting information that is relevant to the scenario. Such a system can be seen
as a Multi Agent System in which Software Agents represent the information
sources and processors that assist in human decision making [1, 2, 3].

The agent system that is providing, processing and communicating the in-
formation, together with the information itself, forms the information domain.
It is information that is becoming increasingly important with the rise of Net-
work Centric Warfare, and concerns about its availability, confidentiality and
integrity are predominant factors that decide on the success of military oper-
ations [4]. These security requirements are traditionally expressed in security
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policies. Security policies describe properties that the underlying system must
implement to be secure. This is usually ensured by adequate security mecha-
nisms, that enforce the policy on the system. Security policies are an invaluable
asset to any organisation, especially, when they are based on a sound model,
that can be used for the analysis and proof of properties.

Security policies in general deal with all classes of security requirements. We
restrict ourself here to those concerned with access control. Most access control
models that are available today [5, 6], are of a relatively static nature and make
it difficult to express access control requirements that are dependent on time or
the occurance of events. These temporal aspects of access control are becoming
more important the more flexible ways of communicating information become.
Especially in the military domain the value of tactical information, and there-
fore its protection requirements, will be highly dependent on time (e.g. time to
mission start) and events (e.g. adversary action).

Other work [7, 8] has recognised the need for more expressive security policies,
to capture the temporal dimension of access control. Although widely recognised,
these models lack compositionality. By compositionality we mean that the over-
all security policy can be composed out of smaller policies that capture specific
requirements and that can be verified individually. The advantage of the access
control model that is used in our work is that it does not only allow to express
parallel, but also sequential composition, which allows to express changes in the
policy dependent on time and events. The security model has a sound founda-
tion in Interval Temporal Logic which has been successfully used for functional
and temporal system specifications [9] and is now extended to express security
properties [10].

The security model and the tool-support for the analysis is part of SANTA
development framework, that is concerned with the development of secure Multi
Agent Systems. In this framework agents are controlled by security policies, that
express security requirements such as authorisation, delegation and obligation.
SANTA is unifying, i.e. it allows to express functional, temporal and security
requirements within the same formal framework.
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Fig. 1. The SANTA Framework
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Beside the sound model, SANTA comprises linguistic support that allows
the top-down development of Multi Agent Systems together with their secu-
rity requirements. The importance of addressing security in the beginning and
throughout the development has been widely recognised [11], but there is still
a lack of methodology and tool-support. The SANTA framework, depicted in
Fig. 1, tries to rectify this situation and draws the focus on security require-
ments and their interplay with functional and temporal aspects. Starting from
a formal specification, the abstract design of the agent system is written in the
wide-spectrum language SANTA-WSL, that allows to express abstract specifica-
tion (as Interval Temporal Logic formulae) and concrete implementation within
the same language. SANTA-WSL is close to the popular Java programming
language, and contains additional constructs for agent and policy specification.
These additions make it easier for an agent-system developer to implement ap-
plication level security requirements. The SANTA-WSL translator is then used
to translate the SANTA-WSL program into an appropriate agent middle-ware.
Programs in SANTA-WSL will have a formal semantics and can be analysed
using a variety of tools that comprise the SANTA toolkit. This paper will not
discuss the development approach itself, but show how access-control policies
can be composed to cater for dynamic aspects of security requirements.

Dynamic access control policies are more expressive, but also more difficult
to comprehend and analyse. In this paper we will present the prototype of the
Security Policy Analysis Tool (SPAT) using a small case study, that illustrates
some of the temporal aspects of access-control. The tool will be used to animate
the security policy, to show how access control decisions change over time and
by events. It allows the analysis of information flow and can provide information
on which policy rule is responsible for a concrete access control decision.

The rest of the paper is organised as follows. Section 2 provides a short infor-
mal introduction to the underlying logic and the security model. Section 3 then
describes a simplified scenario and shows the formalisation of security require-
ments. Section 4 describes the tool-support for the visualisation and verification
of security policies. The final section then concludes and outlines future work.

2 A Dynamic Security Model

This section will provide an overview of how access control requirements can be
expressed in our model using small motivating examples. Due to space limitations
we do not provide the formal semantics of the model in this paper, but refer the
interested reader to [10]. The security model is based on Interval Temporal Logic
(ITL), which provides the sound foundation that is necessary in the development
of critical systems. We first provide a short informal introduction to ITL, and
go then on to introduce our security policies in a small scenario.

2.1 Interval Temporal Logic

Interval Temporal Logic (ITL) is a flexible notation for both propositional and
first order reasoning about periods of time found in descriptions of hardware and
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software systems. It can handle both sequential and parallel composition unlike
most temporal logics [12] since assumption/commitment paradigm and a set of
compositional guidelines [13] are applied in ITL. There is a very powerful and
practical compositional proof system for ITL [12]. That is, much of the proof of
a system specified in ITL can be decomposed into proofs of its parts. It offers
powerful and extensible specification and proof techniques for reasoning about
properties involving safety, liveness and timeliness.

Syntax and Semantics. The key notion of ITL is an interval. An interval σ
is considered to be a (in)finite sequence of states σ0, σ1 . . ., where a state σi is
a mapping from the set of variables Var to the set of values V al. The length
|σ| of an interval σ0 . . . σn is equal to n (one less than the number of states in
the interval, i.e., a one state interval has length 0). The syntax of ITL is defined
below.

Expressions
e ::= μ | a | A | g(exp1, . . . , expn) | ıa : f

Formulae
f ::= p(e1, . . . , en) | ¬f | f1 ∧ f2 | ∀v � f | skip | f1 ; f2 | f∗

Where μ is an integer value, a is a static variable (doesn’t change within an
interval), A is a state variable (can change within an interval), v a static or state
variable, g is a function symbol and p is a predicate symbol.

The informal semantics of the most interesting constructs are as follows:

– skip: unit interval (length 1, i.e., an interval of two states).
– f1 ;f2: holds if the interval can be decomposed (“chopped”) into a prefix and

suffix interval, such that f1 holds over the prefix and f2 over the suffix, or
if the interval is infinite and f1 holds for that interval. Note the last state
of the interval over which f1 holds is shared with the interval over which f2
holds. This is illustrated in Figure 2.

– f∗: holds if the interval is decomposable into a finite number of intervals
such that for each of them f holds, or the interval is infinite and can be
decomposed into an infinite number of finite intervals for which f holds.
Figure 2 illustrates the chopstar operator.

f21f f fff

Fig. 2. Chop and Chopstar

Derived Constructs. Following is a list of some derived constructs which are
useful for the specification of systems:
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– finite =̂ ¬(true ; false): finite interval, i.e., any interval of finite length.
– �f =̂ finite ; f : sometimes f , i.e., any interval such that f holds over a suffix

of that interval. Example: �X 
= 1 =̂ finite ; X 
= 1: Any interval such that
there exists a state in which X is not equal to 1.

– �f =̂ ¬�¬f : always f , i.e., any interval such that f for all suffixes of that
interval. Example: �X = 1 =̂ ¬(finite ; X 
= 1): Any interval such that the
value of X is equal to 1 in all states of that interval.

– fin f =̂ �(empty ⊃ f): final state, i.e., any interval such that f holds in the
final state of that interval.

2.2 Security Policies

Access control policies are expressed in terms of subjects, objects and actions.
Subjects represent active entities, such as users and processes, that can be au-
thenticated within the system. We denote the set of all subjects by S. The system
state is represented by objects. Objects can only be modified by the execution
of actions on request of authenticated subjects. We denote the set of all objects
by O, the set of all actions by A. The access control policy determines whether
a subject is allowed to perform an action on an object, or not.

In the context of a Multi Agent System, each agent is seen as both, subject
and object. As a subject, it is a uniquely identifiable process that acts on behalf
of another agent or user. As an object, it encapsulates its state. In our case
contains information about the physical domain, such as images, positions or
other tactical information, that requires protection.

Traditionally access control policies are defined in terms of rules that capture
access control requirements [14]. The general form of a rule is:

premise −→ consequence

The premise of a rule determines when the rule fires and the consequence
of the rule determines the outcome of the rule, for example an access control
decision. We follow this approach, but allow the premise of a rule to express a
behaviour rather than a predicate. The intuition is that an authorisation can
be dependent on the history of execution rather than only the currently observ-
able state. This allows to express history dependent authorisations such as the
Chinese Wall Policy [15]. The following example shows such a rule:⎛

⎜⎝
∀s ∈ S, o ∈ O, a ∈ A·
�do(s, o, a) ∧ clientinfo(c, o) ∧
sepconcern(c, c′) ∧ clientinfo(c′, o′)

⎞
⎟⎠ �→ autho−(s, o′, a) (1)

Where the predicates have the following meaning:

– do(s, o, a): Subject s performs action a on object o.
– clientinfo(c, o): Object o belongs to client c.
– sepconcern(c, c′): Client c and client c′ are in a separation of concern rela-

tionship.
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The rule given in Eq. 1 then states that when a subject has at some point
in time accessed information of a client, the same subject cannot (negative au-
thorisation denoted by autho−) access information about a client that is in a
separation of concern relationship.

The informal semantics of operator �→ (Followed By), that is used in the
rules is: Whenever f holds for a subinterval, w holds in the last state of that
subinterval. This is depicted in the figure below.

� � � � � �.
...............
.............
...........
.......... ......... ......... .......... ...........

.............
............
...

f

w

f

w

The right-hand side of a rule in the security model contains either the variable
autho, autho+ or autho−. This allows to express hybrid access control policies, in
which both positive authorisation (autho+) and negative authorisation (autho−)
can be expressed. In case of conflicts, i.e. a subject has both positive and nega-
tive authorisation, a conflict resolution rule (autho) determines the actual access
decision. Eq. 2 shows a conflict resolution rule, stating that a negative authori-
sation takes precedence over a positive authorisation.

autho+(S,O,A) ∧ ¬autho−(S,O,A) �→ autho(S,O,A) (2)

We denote universally quantified variables by uppercase letters. Rules form
the basis of our access control model. A simple policy can be seen as a set of
these rules, where the intuition is that all rules apply simultaneously.

To capture the dynamics of certain security requirements and to allow the
incremental development of security policies, policies can be composed using a
rich set of operators. The following depicts a selection of operators with their
informal semantics.

– [[P ; Q]] =̂ [[P ]] ; [[Q]]: Sequential composition of two policies. The system is
first governed by policy P and then by policy Q.

– [[P‖Q]] =̂ [[P ]] ∧ [[Q]]: Parallel composition of two policies. The system is
governed by policy P and Q at the same time.

– [[〈w〉P ]] =̂ [[[¬w]P ]]: The system is governed by policy P unless w holds. The
state formula w can here indicate the happening of an event.

– [[[w]P ]] =̂ ([[P ]] ∧ �w) ∨ ((([[P ]] ∧ �w) ; skip) ∧ fin ¬w) ∨ (empty ∧ ¬w): The
system is governed by policy P as long as w holds.

� � � � � �¬w ¬w ¬w ¬w ¬w w
.

......................................
.....................................

....................................
................................... .................................. .................................. ................................... ....................................

...................................
..
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.
...............
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� � � � � �

w w w w w ¬w
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.
...............
.............
...........
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.............
............
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skip

[w]P

Policy composition can be used for the incremental development of secu-
rity policies. The advantage of this approach is that small policies are easier to
comprehend and verify. The compositional operators can then be used for the
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integration of the overall system policy. We presented only a selection of op-
erators that are used in the following case-study. The policy model provides a
wider range of operators, for example to allow the dynamic addition/ deletion
of rules or to select different policies according to the happening of an event or
a time-out, whichever is first.

3 Case Study

We present a small simplified scenario, that shows the use of our dynamic policy
model. We will use this scenario in the subsequent section, to illustrate the
functionality of our analysis toolkit.

Scenario. A platoon is navigating an area, where long range communication is
limited due to environmental conditions. The platoon consists of several small
units and a command unit that carries a long distance transmitter. The com-
munication within the platoon is enabled using short distance radio links. The
quality of service of the long distance transmission is highly dependent on the
environment the platoon is navigating. Dependent on the command units po-
sition there may be significant drops in the communication bandwidth or even
areas where communication is not possible at all. The command unit is used to
analyse and control the mission. It is constantly relaying mission related infor-
mation back to the base and provides a relay service to the other members of
the platoon. The access to the relay service is controlled by a policy with the
following requirements.

1. All members of the platoon are allowed to relay information.
2. If the bandwidth is dropping below 50% then units that have not been

involved in combat action within the last 2 time-units are denied to relay
information.

3. If the bandwidth drops below 20% only the command unit can relay tactical
and strategic information.

4. If the command unit is under attack, the units that are not in its direct prox-
imity are denied to relay messages, regardless of the available bandwidth.

In the following we will formalise the requirements individually as rules and
then show how the rules can be composed to reflect the overall requirement
specification. We formalise the first requirement as in Eq. 3

member(U, platoon) ∧ command(CMD, platoon) �→ autho+(U, CMD, relay (3)

Where member represents the membership relation between units and the
platoon, and command the command unit relation. If U is a member of platoon
and CMD is the command unit of the platoon it follows that U is authorised to
relay information via the command unit CMD.

Whilst the first requirement uses only static information, such as the member-
ship, the second requirement includes a temporal aspect. This can be formalised,
as in Eq. 4.
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⎛
⎜⎝

fin (bandwidth() < 50) ∧ member(U, platoon) ∧

¬(finite ; (�combat(U) ∧ len(2))) ∧

command(CMD, platoon)

⎞
⎟⎠ �→ autho−(U, CMD, relay) (4)

If the interval cannot be decomposed into a prefix interval and a suffix inter-
val of length 2, in which sometimes combat(U) holds, and if the bandwidth is
in the last state of the interval below 50% then the unit is explicitly denied to
relay information via the command unit. The informal semantics of this rule is
depicted below.
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�combat(u)
bandwidth() < 50

The formalisation of requirement 3 follows the same lines as requirement 2,
without the temporal aspect.⎛

⎜⎝
bandwidth() < 20

∧ member(U, platoon) ∧

command(CMD, platoon)

⎞
⎟⎠ �→ autho−(U, CMD, relay) (5)

Requirement 4 finally defines, that if the command unit is under attack, units
that are not in its proximity are denied to relay information, regardless of the
bandwidth requirements stated in requirements 2 and 3.⎛

⎜⎝
combat(CMD) ∧

command(CMD, platoon) ∧

¬near(CMD, U)

⎞
⎟⎠ �→ autho−(U, CMD, relay) (6)

The rule in Eq. 6 expresses the requirement. Additionally it states that the
rule overrides the requirements 2 and 3. This can be seen as a dynamic change
in the security policy, dependent on the event that the command unit is engaged
in combat.

The whole policy is expressed as a hybrid policy in which denials take prece-
dence over allowances (Eq. 2). Policy rule 3 holds independently of policy
changes. This means in general all members of the platoon have the authori-
sation to relay information. We distinguish now between two cases:

a) The command unit is not engaged in combat.
b) The command unit is engaged in combat.

The policy for case a) consists of rules 4 and 5, stating that access is limited
according to the available bandwidth. It is applied unless the command unit is en-
gaged in combat. On this event the policy changes (sequential composition, ;) to
case b) defined by rule 6, stating that units in the proximity can relay information.
Case b) is applied as long as the command unit is under attack, and is then followed
by case a). The composed policy is given in Eq. 7.

{Eq. 2, Eq. 3}‖(〈combat(CMD)〉{Eq. 4, Eq. 5} ; [combat(CMD)]{Eq. 6})∗ (7)
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The advantage of this approach is that access requirements that are dependent
on time and events, can be expressed at a higher abstraction level, without the
need to explicitly encode the conditions in the premise of the rule. This leads to
rules and policies that are easier to comprehend. Using policy composition, the
security administrator can then decide on the time and event relations between
different policies.

The case-study demonstrates the use of dynamically changing policies, and
does show how requirements to control access to resources are specified in gen-
eral. The model allows to express more traditional security concepts like multi-
level security and role-based access control, via the introduction of appropriate
predicates. Its compositionality then allows to combine different policies and to
reason about properties of the composition.

The semantic model of the security policies allows the formal analysis of the
security specification and can be used to prove properties about the specification.
In the following we will show how these security policies can be expressed in
Tempura, an executable subset of ITL and present tool-support, that assists in
the analysis of the given security policy.

4 Analysis and Run-Time Verification

An important reason of choosing ITL is the availability of an executable subset of
the logic, known as Tempura [16]. A formula is executable if i. it is deterministic,
ii. the length of the corresponding interval is known and iii. the values of the
variables (of the formula) are known throughout the corresponding interval. The
Tempura interpreter takes a Tempura formula and constructs the corresponding
sequence of states, i.e., interval. For more technical details of the interpreter, we
refer the reader to [16] which is available from the ITL home-page [17]. The use of
ITL, together with its subset of Tempura, offers the benefits of traditional proof
methods balanced with the speed and convenience of computer-based testing
through execution and simulation. The entire process can remain in one powerful
logical and compositional framework.

4.1 Expressing Access Control Policies in Tempura

ExecutableTemporal Logics havebeenused for the high-level specification ofMulti
Agent Systems for a considerable time [18]. Advantages of Tempura are that both
parallel and sequential composition is expressible, and that it can closely resem-
ble well known programming language constructs. Tempura has been previously
applied to hardware verification and the analysis of time-critical systems [9].

This allows us to model the behaviour of the agent system at a high level and
shows how the security policy controls the access to system resources. An access
control rule can be expressed in Tempura as follows:
define rule1(AuthoP) = { keep {
forall s < noSubjects :

forall o < noObjects :
(member(s,platoon) and command(o,platoon)) implies AuthoP(s,o,relay)=true

}}.
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Where the predicates member, command model the relations-ships as in Eq.3.
The rules can then be combined using parallel and or sequential composition.
The complete policy is shown in the listing below.

define policy(AuthoP, AuthoN, Autho) = {
rule1(AuthoP) and denialtakesprecedence(AuthoP, AuthoN, Autho) and
( (halt(combat(cmd)) and rule3(AuthoN) and rule4(AuthoN)) ;
(halt(not combat(cmd)) and rule5(AuthoN)))

}.

The Tempura program representing the system simulation and the policy
description is then executed by the Tempura interpreter. The code emits infor-
mation about current access-control decision in each step of the execution to the
graphical analysis tool.

4.2 SPAT

The Security Policy Analysis Tool (SPAT) is used to analyse the behaviour of
dynamically changing policies. The graphical front-end can display the access
control matrix for all states in the simulation, and it provides interactive filter-
ing mechanisms that make it easier to obtain the required information. Access
control information can be displayed in form of an access control matrix, in form
of access control lists, or capabilities. The tool also supports the visualisation
of delegation and access control decisions, which are not demonstrated in the
presented scenario.

Especially interesting is the analysis of permissible information flow. By per-
missible information flow we mean such flows that are allowed by the access
control policy. This is a valuable aid in debugging the policy, because a) un-
wanted information flows can easily be detected and b) restrictions in the policy
that violate any need-to-know requirements can easily be seen. The figure above
depicts the permissible information flow in state 6 of the simulation.

The prototype, that is currently under development, can provide an expla-
nation which rules caused an authorisation or denial. This allows to trace back
the rule that lead to an unwanted authorisation and helps in the design of secu-
rity policies, that match the informal requirement. The figure below depicts the
scenario simulation and shows an example explanation.
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The access control matrix (left picture), together with the explanation com-
ponent and the graphical visualisation are generic components, that can be used
for the analysis of arbitrary security policies. The scenario representation (right
picture) is dependent on the scenario itself, but SPAT provides mechanisms for
the development of such components and their integration.

5 Conclusion and Future Work

We illustrated the need for dynamically changing security policies using a small
military scenario. We presented the security model that underlies the SANTA
framework and showed how security policies can be incrementally developed.
Unlike most other models, our model allows capturing temporal aspects in both,
the premise of authorisation rules and through policy composition. The Security
Policy Analysis Tool can then be used to animate and visualise the developed
policies, to ensure that the formalisation captured the initial requirements. The
tool is especially useful for the analysis of permissible information flow. It allows
to write the access control policy tight enough to prohibit malicious behaviour
and still ensure that all need to know requirements are fullfilled.

Future work will concentrate on the enhancement of the tool support for
both the analysis and the linguistic support. In the analysis part we enhance
the tracability of access control decisions and increase functionality to filter
the visualised information. We also plan to enhance the Tempura interpreter,
to allow the animation of a wider class of security policies together with the
agent system specification. In the linguistic part we develop the wide-spectrum
language SANTA-WSL in which both security and functional aspect can be
expressed in a uniform, accessible language at all levels of abstraction.
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Abstract. We present a novel cognitive agent architecture and demonstrate its
effectiveness in the Sense and Respond Logistics (SRL) domain. SRL trans-
forms the static, hierarchical architectures of traditional military models into
re-configurable networks designed to encourage coordination among small peer
units. Multi-agent systems are ideal for SRL because they can provide valu-
able automation and decision support from low-level control to high-level in-
formation synchronization. In particular, agents can be aware of and adapt to
changes in the environment that may affect control and decision making. Our
architecture, the Engine for Composable Logical Agents with Intuitive Reor-
ganization (ECLAIR) is a framework for enabling rapid development of co-
herent agent systems that adapt to their environment once deployed. ECLAIR
is based on cognitive theories for motivation and adaptation, including Piaget’s
Assimilation and Accommodation [21] and Damasio’s Somatic Marker Hypothe-
sis [6]. To demonstrate our preliminary work, we implemented a simple simula-
tion environment where our agents handle the ordering and delivery of supplies
among operational and supply units in several scenarios requiring adaptation of
default behavior.

1 Introduction

Nation states no longer maintain a monopoly on armed forces. This has caused the long-
held views of fair conflict to disintegrate, and has fostered the transition to the next stage
in the evolution of conflict: fourth generation warfare (4GW) [8]. The technologies
developed to aid the warfighter in 4GW must be designed to support dynamic, adaptive
operations. Sense and Respond Logistics (SRL) aims to provide precise, agile delivery
of supplies to warfighters in these emerging environments [24].

Quick, adaptive response requires small units at the sub-battalion levels of the mili-
tary hierarchy to be both more autonomous in their control, and more coordinated in their
actions. Multi-agent systems can represent the varied roles of specific units and assets
involved in logistics. They can automate some behaviors such as ordering supplies and
prioritizing requests, and they can build an awareness of the world and other agents that
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allows them to enhance the decision making of unit commanders. Most importantly, au-
tomated behaviors and decision support must be adaptive to changes in the environment,
and often behaviors and decisions must be coordinated with other units or agents.

We have developed a cognitive agent architecture that builds a framework for adap-
tive control and coordinated decision support. This paper discusses preliminary results
using the architecture in the SRL domain. The Engine for Composable Logical Agents
with Intuitive Reorganization (ECLAIR) incorporates the main mechanisms from Pi-
aget’s Cognitive-Stage Theory of Development [21], and it uses concepts from Dama-
sio’s Somatic Marker Hypothesis [6] to discover what should be learned. ECLAIR
agents contain modules for stimuli, awareness, plan behavior, reflex behavior, con-
trol/decision making, and adaptivity. The interaction between awareness, behavior and
adaptivity allows agents to modify their behavior based on their perception of world
and self states. Self states are represented by homeostatic vectors (HVs), in which the
comfortable level is a range, not a threshold. Agent wellbeing is an emotional state that
is computed as a function of the agent’s homeostatic vectors.

In normal situations, ECLAIR agents act logically, using plans, or workflows, when
there is a known strategy to accomplish a task. However, when quick reaction is needed,
motivation for action is intuitive or reflexive. In traditional logistic systems, plans for
action were pre-defined and static [24]. In normal operation, a pre-set plan may be
suitable as it gives agents a guide for consistent behavior. However, in SRL, “normal”
operation is often interrupted by events such as the appearance of a new adversary. In
these cases, the need for dynamic re-planning is clear, and is provided in our agent
architecture. Yet sometimes, even generating a new plan can be too time consuming
for immediate survival. In these cases, our agents use adaptive, reflexive behavior that
allows them to respond faster to unexpected or drastic changes in the environment, such
as a loss of a supply unit when an engaged unit is dangerously low on ammunition. If
an agent’s perception of wellbeing indicates an urgent situation, reflexes will be fired in
order to elicit immediate attention.

Adaptivity in ECLAIR effects both logical (cognitive) and reflexive behaviors. Cog-
nitive adaptivity involves learning parameter and structure modifications for improved
agent workflows using a genetic programming approach that was discussed in previous
work [2]. Reflexive behaviors are adjusted to adapt to dynamic changes in the environ-
ment using a technique based on reinforcement learning [15, 27, 26] that we describe
later. ECLAIR was developed as an extension to the Extensible Mobile Agent Archi-
tecture (EMAA) that has been applied to many military applications [2]. EMAA deals
with agent communication accross various networks, while ECLAIR extends agent be-
havior. We demonstrate ECLAIR’s cognitive architecture and reflexive adaptation using
a simplistic simulation of net-centric warfare logistics and show that agents are able to
adapt their reflexive behavior to compensate for unexpected events in the environment.

This paper is organized as follows. Section 2 discusses related work in agents in
military applications and logistics. Section 3 introduces Sense and Respond Logistics
and describes its background, requirements, and challenges. Section 3 also discusses
why agents represent SRL well, and what is required by the agent system to be effective
for SRL. Section 4 describes our agent architecture and details our approach to plan and
reflex adaptivity. Section 5 describes our logistics application and shows the results that
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indicate that agent adaptivity improves speed of command. We conclude with future
work in Section 6 and concluding remarks in Section 7.

2 Related Work

2.1 Agents in Military and Logistics Applications

Adaptive agents is a well-studied topic that spans many approaches and domains
[18, 7, 11]. Other agent systems exist that simulate the military domain and deal with
the problems in it, but none of these systems approach the domain with the modern
view of Net-Centric Warfare and Sense and Respond Logistics. TacAir-SOAR [14]
is an expert system-based agent application for automated flight control and battle-
field simulation developed using the rule-based, cognitive system SOAR. This system
may be well-suited to the previous military application models that had completely pre-
defined knowledge and problem models, but would not adapt well to 4GW. In today’s
battlefield environments, the environment and the adversarial agents in it cannot be
completely modeled and any existing rules must be adaptive to environment changes.
Unfortunately, sophisticated as it is, TacAir-SOAR has become obsolete for modern
battlefields because it is not flexible.

Another agent system for battlefield simulation is the University XXI project [13].
This system begins to tackle cooperation among units, but it deals with larger units at
the battalion level, not small, mobile units. A transition in military thought is occurring
that believes that the difficulty is in controlling lower level units, while control at a
higher level (tactical strategy) is both more understood and more able to be controlled
by human commanders [24]. This system also uses the rules pre-built into it for all
behaviors. Although it is reactive, it is not adaptive.

An advanced logistics program was initiated in 1996 [25] to explore logistics plan-
ning and execution during Operations Desert Shield and Desert Storm. It was theorized
that if information systems had better been able to handle specific logistics problems
such as scheduling and coordination, then significant improvements would have been
possible in resource sequencing and overall control over the supply chain. Thus, the
challenge for ALP was to develop the technology to support an end-to-end logistics
system with automated plan generation, execution monitoring, end-to-end movement
control, and rapid supply and sustainment. To address this challenge the ALP team de-
veloped the ALP agent architecture. This architecture provided advanced research into
the areas of cognitive agency, fine-grained information management and component-
based design. Core pieces of the ALP architecture were made publicly available as
open source as the COGnitive Agent ARchitecture (COUGAAR) [12].

Lockheed Martin Advanced Technology Laboratories (LM ATL) has developed
agent technology that offers promising solutions to the problems underlined in SRL.
LM ATL has applied agent technology in several projects covering a full range of
intelligent systems, including information management for time-sensitive strike, situ-
ation awareness for small military units, execution of user requests entered via spoken
language, and human aiding tools for the Navy Fleet Battle Experiments
[4, 5, 9, 19, 10, 20]. ECLAIR extends our previous work and bridges concepts developed
for ALP and COUGAAR with research in cognitive and adaptive agents.
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2.2 Cognitive Architectures

The two leading cognitive architectures with a psychological basis are SOAR [17] and
ACT-R [1]. Both are hypotheses for answering Allen Newell’s concept of a Unified
Theory of Cognition [23]. Newell saw that in a person, there are many interacting com-
ponents that must be integrated into a single comprehensive system, and believed that
the single system is the source of all behavior. Thus, the goal of a cognitive architecture
is to have one system that represents the behavior of the many components that make
up a thinking person. ACT-R and SOAR were developed based on contemporary psy-
chological experimental results, and were not built on specific developmental theories.

ACT-R is a cognitive architecture designed as an integration of components discov-
ered in psychology research [1]. This model is primarily meant to accurately simulate
human behavior. Given a specific cognitive theory, ACT-R can be used to model the
components of the theory. Once the model has been created, experiments can be made
in order to get results very similar to human experimental results. In addition, the model
can be used to extend previous theories by creating a novel experiment for the model.
ACT-R also has a set of modules that represent different functional aspects of the brain.
The interaction between these modules happens by each module exposing part of its
activity into a buffer. The central production system uses the data in the buffers for its
processing. ACT-R has primarily been used for psychological research, but has also
been used to simulate computer generated forces for training purposes.

SOAR is a cognitive architecture focused on the functional requirements of human
level intelligence. The three constraints that SOAR attempts to satisfy are goal driven
behavior, continuous learning from experience, and showing “real time cognition.” The
goal is to have a system where memory can be directly used for action. A production
system is at the heart of the architecture. The decision cycle has seven steps: Input, State
Elaboration, Propose Operator, Compare Operators, Select Operator, Apply Operator,
and Output [22]. SOAR’s mechanism for learning, called “chunking,” has proven to
cause unexpected results, and in many systems, such as TacAir-SOAR, has been turned
off. Recently, experiments have been done to add reinforcement learning techniques
to SOAR in place of the “chunking” mechanism [22]. While developing the ECLAIR
architecture, ACT-R and SOAR were considered as possible starting points, but both
were found to have a different approach that did not consider adaptivity as the basis for
developing a cognitive architecture.

3 Motivation

3.1 Sense and Respond Logistics

Net-Centric Warfare (NCW) addresses the capabilities for 4GW and aims to combine
“information-age concepts in the evolving strategic environment, enabling dispersed,
semi-autonomous combat capability packages that produce coherent, mass
effects via speed and coordinated efforts” [24]. Sense and Respond Logistics (SRL), is
the process that handles the supply chain in 4GW. In NCW, sustaining operating tempo
(OPTEMPO) is as much a logistics issue as it is kinetic. In order to maintain appropri-
ate warfighting capability levels, the supply chain must not be interrupted. Unplanned
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operational pauses due to logistics problems are considered planning and adaptability
failures. As the battlespace becomes ever more complex, the need for agile, robust lo-
gistics support of warfighter maneuvering becomes more crucial. As a result, current
logistics planning is quickly becoming obsolete. Increasing numbers of asynchronous
threats and specialized missions have caused the logistics problem to evolve. SRL must
also operate in an uncertain environment in which actions that have a positive effect
today may not have the same results tomorrow.

An ideal situation for logistics is that all troops are supplied with the right goods
at the right time, however, hierarchical distribution systems have had little success in
scenarios requiring just-in-time (JIT) delivery. One solution to this problem consists of
bringing decision making for changing supply routes and determining priorities down
to the squad and unit level. This allows the system to be more adaptive since small units
can react to changes without restructuring the global mission. However, the optimiza-
tion of logistics tasks in a sub-battalion NCW environment is an optimization problem
with a moving target, a.k.a. a dynamic optimization problem. Machine learning has
proven to be a good tool to deal with such a moving target. Our system uses machine
learning techniques to allow for adaptivity, particularly at the sub-battalion levels of the
command tree.

3.2 Agent Systems for SRL

According to the United States Department of Defense [24], a networked, heteroge-
neous multi-agent system is needed to support Sense and Respond Logistics. These
agents should represent all roles in the logistics domain, including the operational units
(consumers), suppliers, and assets. In our agent architecture, roles are developed by sup-
plying default stimuli and motivation to initiate action, and plans and reflexes to handle
action. We are able to completely separate the agent architecture from the domain-
specific extension. Methodologies for defining the initial agent behavior using XML
and extended key classes from the ECLAIR architecture are provided for the agent
developer.

Automated aides are another SRL system requirement to support cognitive decision
making [24]. These aids can take the form of automated control by the agent or agent-
assisted decision support for the warfighters. In this paper we discuss methods, based
on a cognitive agent architecture, to provide automation for low-level control normally
handled by humans. This frees warfighters to concentrate on more complex aspects of
warfare. Our command and control is in the form of tasks for an agent. A task is a unit
of action, for example, an action to move or to make a request. A plan or workflow is a
series of tasks, and a reflex is a single task.

The other aspect of decision support involves supplying a user with information and
options in the form of a recommender system. This will aid the user with decisions that
still need to be made by a human. The recommender system can be an extension of the
automated agent control system. An agent will use the same decision process to find
the best plan of action, but instead of completing the task autonomously, it will supply
weighted options to the user and complete the task based on the user’s input. We will
be focusing on this capability in our future work.
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4 The ECLAIR Agent Architecture for Adaptivity

4.1 The ECLAIR Process Loop

Theoretical Background. ECLAIR is a cognitive model based on developmental
cognitive psychology research and neuropsychological research. Though many devel-
opmental theories contributed to the ECLAIR model, the two most prominent in the
architecture are Piaget’s adaptation theory [21], and Damasio’s Somatic Marker Hy-
pothesis [6]. Piaget’s adaptation theory consists of three main concepts: Assimilation,
Accommodation, and Equilibration. Assimilation processes unfamiliar input in the same
way that one would process the most similar, familiar input. Accommodation changes
the processes to deal with unfamiliar input. Finally, Equilibration, balances the afore-
mentioned processes.

The Somatic Marker Hypothesis stems from Damasio’s belief that reasoning is not
the only basis for decisions, but that decisions can also originate from gut feelings.
A somatic marker is defined by Damasio as a trigger that recalls feelings related to
the available decisions. The decision is made based on the best expected feeling given
the available actions for the current circumstance. Each memory of feelings becomes a
somatic marker that is used as a map from circumstance to action.

Our cognitive model approaches the processing problem from the perspective of
interaction with the environment. This is similar to the Observation, Orientation, De-

Fig. 1. The ECLAIR Process Loop. The Goal-Based Adaptivity loop listens to the decision loop
during processing. When the agent wellbeing goes down, the agent becomes frustrated and deter-
mines the source of frustration. Once the source is determined, either Assimilation or Accomo-
dation processing is enacted to adapt to the frustration.
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cision, and Action (OODA) loop model used in military operations [28]. We extend
the OODA loop model with a clear representation for learning and development. Our
model contains two interdependent processes. The first is the decision loop that closely
reflects the OODA loop, and the second is the adaptivity loop that observes the decision
loop until adaptation is needed (Figure 1).

Perception. Instead of Observation, a cognitive model has perception. Perception af-
fects both external and internal features. For a living being, external perception is in the
form of sensed sound, smell, sight, taste, and touch, while internal perception includes
hunger, pain, and comfort. ECLAIR’s Stimulus and Awareness Modules interact within
an agent to create stimuli from external and internal perceptions. Orientation for a cog-
nitive model occurs through interaction between perception, attention, and memory.
Orientation links the agent’s model of self and the world with its available behaviors
and creates the basis for decision making.

In ECLAIR, when the Awareness module receives a stimulus, it matches the stimulus
with reflex and plan behaviors that have the stimulus type as a condition. Stimuli may
also update the agent’s self and world representations. Self representations are in the
form of Homeostatic Vectors (HVs), indicating ideal values for various aspects of the
agent, such as hunger or tiredness. HVs are based on Damasio’s somatic markers and
are a mechanism for having multiple goal states. Wellbeing, or the ‘state of mind’ of an
agent is an aggregate of the homeostatic variables.

Action. Damasio’s Somatic Marker Hypothesis expands theories of the nature of deci-
sion making to include reactive behavior in addition to reasoning. ECLAIR combines
the decision making behavior of two methods in order to decide on an action. Behavior
is either handled by a reflex by adherence to a plan. If a reflex is fired, the activity within
it will be completed if it is not inhibited. If a plan is enacted, the plan will continue
unless a higher priority plan is started.

In the OODA loop, the final step is the Action. For a human, examples of action are
speaking, moving, manipulating an object and glancing. Agents on the other hand may be
sending data, retrieving data, computing, sending control commands, ordering supplies,
etc. The action is encapsulated in an activity chosen during the decision making stage.

Adaptivity. We define adaptivity as the ability to modify agent functionality to suit
the environment or internal state. Learning is a mechanism that helps develop an agents
ability to adapt. ECLAIR’s Goal-Based Adaptivity module can modify and extend func-
tionality at any stage of the OODA loop. The Adaptivity Module listens to events from
all other modules that are relevant for learning.

As input comes in through the Stimulus Module, the Awareness Module matches
what it can and puts the unmatched input in a queue for later processing. The queue
of unmatched input is one starting point for adaptivity through Assimilation. As perfor-
mance decreases, the HVs will move away from their ideal levels, causing low wellbe-
ing. This will trigger adaptivity to find a better action using Accomodation.

During the Assimilation phase, the agent adapts its orientation. Rather than setting
aside the input, the agent translates the input into a form that can be processed. During
the Accommodation phase, the agent creates a modified action for the input. This requires
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small changes to: orientation, since the inputs have to be distinguished; decision, since a
new input condition has to be matched to a behavior; and action, since a new action or set
of actions may be required to successfully accommodate to the novel input. Successful
accommodation will be recognized by the agent through improved wellbeing.

In the first iteration of ECLAIR we focused on adaptation in the Accommodation cat-
egory, as agents modify their behaviors to suit their environment. The structure of the
Goal-Based Adaptivity Module allows for different learning mechanisms to be used.
The plan adaptivity and reflex adaptivity methods described below are examples of
two such learning mechanisms. Our plan adaptivity scheme is based on genetic pro-
gramming. A reinforcement learning based approach was implemented in ECLAIR for
reflex adaptivity. More details of the ECLAIR architecture are available in [3].

4.2 Plan Adaptivity

An ECLAIR agent’s plan, also called a workflow, is a list of tasks linked by execu-
tion paths that can be conditional or unconditional. Tasks on an unconditional path are
always executed, while tasks on a conditional path are executed only if the condition
is met. Each task can take a certain number of task dependant parameters. The plan
adaptivity mechanism was designed for this type of workflow.

Our approach to plan adaptivity is named Evolutionary Platform for Agent Learning
(EPAL) and was described in detail in [2]. Genetic programming (GP) invented by
John Koza [16] constitutes the basis for adaptivity in EPAL. GP uses the principles
of Darwinian evolution for performing program synthesis by genetically breeding a
population of computer programs. The basic operators of reproduction, crossover and
mutation operate on individuals in the population and a fitness function describes how
good a given individual is. In GP each individual program is represented as a tree.

In EPAL we represent agent plans in a GP tree form and GP operators work on
agents’ genetic material (i.e., GP trees) to generate new agents that have learned to
overcome certain problems in their environment. EPAL’s main GP building blocks are
the individual tasks that compose a workflow. As agents execute in the environment
their fitness is collected. The value of fitness guides the evolutionary learning process.
The method developed is a general method that can generate completely new agent
plans, as well as related plans but with new parameters. Augmenting an agent’s plan
is synonymous with changing the agent’s behavior, thus the method can be used for
generating new behaviors as well.

We have not used the EPAL agent adaptivity in a logistics scenario yet, although
we are currently integrating EPAL into ECLAIR’s plan and adaptivity modules. We
have demonstrated EPAL’s operation and usefulness in a scenario similar to Fleet Battle
Experiment-Juliet (FBE-J). Our experiment showed that agents learned to match send-
ing rates of messages with the urgency of the messages to generate plans that improve
overall network performance [2].

4.3 Reflex Adaptivity

A reflex in ECLAIR is composed of a stimulus, an activity, and a set of parameters
for the activity (Figure 2). We use an approach based on reinforcement learning (RL)
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[15, 27] to learn the best parameters to use in an activity given the stimulus. Reinforce-
ment learning is based on two major principles; receiving immediate reinforcement for
taking an action given the state of the environment, and generating an overall value for
a state-action mapping using delayed reward. Our reinforcement problem calculates the
overall value of stimulus-activity-parameter mappings from the reward received as the
results of activities are observed. The innovation in our technique is not in the technical
aspects of our RL algorithm, but in integrating cognitive elements from the architecture,
such as perception and expectation. We focus on these aspects of the algorithm.

Fig. 2. A reflex in ECLAIR. Contains a stimulus, activity, and parameters to the activity.

A typical reinforcement learning problem is composed of a set of discrete states, S,
and a set of discrete actions, A. The high-level goal is to learn the best mapping between
state and action (s → a, s ∈ S, a ∈ A), or the best policy. In our architecture, a state is
composed of a stimulus and an activity. Stimuli in our logistics scenarios include inter-
nal states (represented as HVs) such as LOW FUEL and VERY LOW FOOD. Given
these internal states, our agents will take an action; for example, ORDER FUEL and
ORDER FOOD, respectively. We create S from combinations of stimuli and activities.
In our current logistics application, S is pre-defined, however, Accommodation could
be used to extend S.

The parameters to the activity, for example who to order from, how much to order,
and what priority the order should be, are variable and constitute our learning problem.
We create A from the occurring combinations of parameters: A =

⋃m
i=1 Φi, Φi = P1 ×

P2 · · · × · · ·Pj · · · × · · ·Pn, where Pj is a parameter type and all its values, n is the
number of parameter types for activity i, and m is the number of activities. Our policies
are then composed of {stimlus-activity}-{parameter set} mappings, corresponding to
RL’s state-action (s → a) mappings: s = {σ, λ}, a = φ, where σ ∈ Σ, λ ∈ Λ, and
φ ∈ Φi. Our adaptivity module for reflex behavior stores overall values for policies that
it computes over time.

Reinforcement is computed by comparing the expectation of the activity with the
observations that are seen as a result of the activity occurring. This was the main chal-
lenge in our approach as the observations from an activity are not immediate and may
not be seen until several intermediate tasks are completed. For example, in our logistics
simulation, the expectation from ORDER FUEL is that we will receive the amount of
FUEL we ordered within a certain period of time. In order for an agent to receive a
resource, a supplying agent must receive the order for the resource, and then must send
out an asset to complete the order, assuming it has the asset and resource available. The
whole operation could potentially take several simulated days, even with a relatively
fast chain of command. If the supplying agent does not have an available asset or the
requested resource, the order may never be filled.
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Reinforcement is based on a value, XV O that is computed as follows. When an
agent fires a reflex, its awareness module generates an expectation object that indicates
the expected results, as well as a time that the result should be expected by. When the
agent receives a stimulus, it generates an observation object if the stimulus is of a type
in which it is interested. The agent then attempts to match the observation with an
expectation using a map function indicating which reflexes cause which observations.
For example, a RECEIVED FUEL observation may have occurred because of an OR-
DER FUEL reflex. If a match occurs between the observation and an expectation, the
agent’s adaptivity module then compares the details of the expectation with the obser-
vation to generate an expectation versus observation (XV O) value. The XV O value is
between −1.0 (does not meet expectations) and 1.0 (meets expectations). If the obser-
vation does not occur within an extended period of time, an expired observation will be
created, and XV O will be −1.0. If the observation occurred within the expected time,
and had the correct parameters, then the XV O will be 1.0. Values between −1.0 and 1.0
could occur if the observation was late, or had only part of the requested resources. Like
motivation and behavior, the expectation object is configurable, so various methods for
computing XV O could be used. Figure 3 shows the process flow for reflexes.

Fig. 3. The process flow for a reflex in ECLAIR. The white nodes show the behavior of the agent
firing the reflex. Gray boxes represent the modules that handle the nodes. The black node could
be handled by other agents.

Reinforcement value is a function of the XV O and the change in homeostatic vec-
tors that may occur due to a reflex being fired. This causes the awareness module to
consider that even if the reflex yielded the expected results, it may not have been the
correct approach if it did not improve our situation. Reinforcement is given to the pol-
icy that caused the observation to occur, as well as previous policies that have been
attempted that used common parameters in the same situation. We are attempting to
generalize reinforcement without over-fitting (reinforcing the wrong behavior).

Formally, the reinforcement, r, for any policy that has been used while running the
system is:

r = γ−iα(XV O + ΔHV )
|Pp

⋂
Po|

|Pp|
σ

Where i ≡ the age of the policy being rewarded (most recent=1), ΔHV = the change
in homeostatic vector level (positive= improved, negative=deteriorated), Pp = the set of
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parameters in the policy’s activity, Po = the set of parameters in the observation, and
γ, α and σ are learning-rate variables.

Overall value for a policy is the summation of its reinforcement, r, over time. When
selecting a policy to use for a given state, usually the policy with the highest overall
value is used. However, exploration will occur at a rate dependent on the wellbeing of
the agent. The rate is a value in [0 · · · 1] indicating the percentage of time a random
change in the action should be made. If wellbeing is high, then the agent has a good set
of behaviors and will decrease the exploration rate. However, if wellbeing is low, then
the agent will increase the rate so that it will explore more often and perhaps discover
behaviors that will improve wellbeing. Exploration is a key component of reinforcement
learning as it allows the agent interacting with the system to try actions that it may
not have tried if it was only considering the current “best” action [27]. Our solution
elegantly incorporates knowledge about our internal state to compute an exploration
rate that is well suited to the cognitive architecture.

5 Application

5.1 Logistics Simulation

We developed a demonstration application that shows how ECLAIR agent adaptivity
applies to logistics. The prototype shows preliminary solutions to two important SRL
goals. ECLAIR agents improve the speed of command in a robust fashion and adapt to
the changes in a demand driven network. The scenarios we describe do not attempt to
show the full application of Sense and Respond Logistics, however they do demonstrate
the agent architecture’s ability to react appropriately in a dynamic environment. We also
have not compare results with other field-tested logistics applications, so the hypothesis
that adaptive agents improves performance in a real-world environment is yet to be
affirmed.

Figure 4 depicts the application’s interface. ECLAIR agents represent three opera-
tional units (OU) (boxes with an X) and two supply units (SU) (boxes with a horizontal
line). As an OU, the ECLAIR agent monitors its homeostatic states that indicate how
much fuel, ammunition, and food it has. As the OU consumes its resources, it becomes
increasingly unhappy until it is stimulated to request a re-supply. Re-supply requests
are drawn as arrow-headed lines pointing to the SU the request was sent to. OUs set
their expectations based on how much of a resource they requested and how long they
expect to wait for the request to be fulfilled. When supplied, the OU agent makes com-
plementary observations on how much of the resource it received and how long it had
to wait. If the XV O values computed as a result are low, then adaptivity may modify
the parameters of the request, causing the OU to request from a different SU.

ECLAIR agents also represent supply units. Behavior for re-supplying supply units
is similar to operational units, except that SUs will send an asset to a ship (circle labeled
“AR”) instead of sending a request to another unit. The assets include trucks (circle con-
taining a box) and helicopters (hemisphere containing a bow-tie). For these simulations,
we concentrated on adaptivity of OUs, although the capabilities to adapt SU behavior
were available.
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Fig. 4. The ECLAIR logistics demonstration before adaptation (beginning of simulation). OU2
and OU3 order resources from default supply unit (SU2).

Figure 4 depicts a scenario where the left-most SU, SU1 has nine assets and the right-
most SU, SU2 has only one. The OUs, (OU1, OU2, and OU3) are initially assigned a
default supply unit to order resources from. By default, OU1 requests resources from
SU1 and OU2 and OU3 request resources from SU2. In Figure 4, the arrows from OU2
and OU3 show requests for resources being made to SU2. The demonstration uses the
concept of Operational Availability (AO) as a metric in evaluating speed of command.
A high AO score indicates that units are being supplied when needed. A low score
indicates undesired delays.

5.2 Results

Figure 5 shows the typical results of the demonstration scenario. In our first scenario
SU2 was “handicapped” in that it only had one asset, compared to SU1’s nine assets.
In order to add an element of instability in the environment, pop-up enemy units peri-
odically attacked OU3, causing a sudden increase in the need for ammunition. In most
runs of this scenario, AO initially decreased rapidly until the ECLAIR agents learned
to choose different supply units based on the availability of resources. Within a short
period, OU2 and OU3 learned to decrease the expectations of SU2’s reliability because
it had only one asset. Also, as wellbeing decreased, more exploration occurred, causing
the OUs to send their requests to SU1. Eventually, OUs almost always requested from
the SUs that gave the right types of resources in the shortest period of time. In our
demonstration prototype, we show that the ECLAIR agent framework provides solu-
tions to SRL challenge problems; agents improve the speed of command and adapt to
the changes in a demand driven network. Figure 6 shows the average AO score of 30
runs for three scenarios; Default, Explore, and Adapt. These scenarios were all based
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Fig. 5. The ECLAIR logistics demonstration after adaptation. OU3 learns to order resource from
SU1 because it is more reliable.

Fig. 6. Average AO scores for 30 runs, over a period of 350 simulated hours. The dark gray line
shows the score of the default behavior. The black line shows the score using random exploration.
The white line shows the score using adaptivity.

on the scenario described previously. The dark gray line, marked “Default,” shows the
results of agents only requesting supplies from their default supply units. The black
line, marked “Explore,” shows the results of agents selecting a random supply unit at an
exploration rate based on wellbeing, but not using learning results to adapt. The white
line, marked “Adapt,” shows the results of agents using learning results to adapt.

In the Default scenario, agents only used their default behavior. In Explore, the
agents may have randomly chosen the best supply unit to request to, but they were
not making selections based on learned knowledge. The AO scores for the Adapt sce-
nario were considerably higher than the other scenarios. Default quickly bottoms out at
the lowest possible score. Exploration only reaches an AO score of around 400, while
Adapt flattens out near 1000, the maximum score.
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The graph in Figure 6 shows that using learning to adapt to the environment yields
a clear improvement in speed of command. The need for fuel, ammunition, and food
varied from hour to hour in all scenarios. At the end of the Adapt scenario, OU2 and
OU3 were being supplied faster by asking a more responsive SU1 for supplies. The
speed of command was improved from its initial setting when SU2 was supplying all
of the needs to both OU2 and OU3.

Our final scenario shows agent adaptation to dynamic changes in the environment.
We set up a contrived scenario in which resource availability for supply units changed
drastically over time. In the scenario, OU3 sent requests to SU1 by default, however
SU1 initially had no ammunition and took several days to order more. SU2 had a stock-
pile of ammunition, but it could not send assets to get more when it ran out. In order
to show that OU3 was adapting to the changes in the environment, it should first learn
to request resources from SU2, but should later switch to SU1 after SU2 runs out of
ammunition. Figure 7 represents a typical run of this scenario. The graph indicates
when (x-axis) and to whom (y-axis) OU3 sent requests for ammunition. The vertical
lines indicate events that changed the environment in the scenario. The events are:

1. Begin. SU1 has no ammunition, but SU2 has 75 units of ammunition
2. Enemy appears
3. SU1 receives 100 units of ammunition
4. SU2 runs out of ammunition and does not order more

OU3 did learn to adapt to the changes in the environment. At first it made four requests
for ammunition from its default supplier, SU1, but then learned to make requests to
SU2. After SU2 ran out of ammunition, OU3 explored and made a request to SU1
around day six. At around day nine OU3 learned to continue making requests to SU1,
and did so almost exclusively. The exception was an exploration at around day 15 due
to a non-zero exploration rate. However, when averaging over multiple runs, variations
such as these do not change the overall effect. This scenario shows that adaptivity occurs
quickly enough to respond to frequent changes in the environment. For example, OU3

Fig. 7. Results from a scenario depicting several events that cause OU3 to adapt its behavior. OU3
learns to send request to SU1 or SU2, depending on their resource availability.
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learned to request from a different SU after only four interactions with the environ-
ment. Our goal for future work is to use agent coordination and cooperative learning to
improve the speed of command even more.

6 Current Work

We are currently working on a method to expand goal-based adaptivity into multi-agent
coordination. Agents will use an associative memory technique to pull relevant objects
from their memory that contains knowledge about agents and objects in the world. As-
sociations can represent groupings of objects, or coordination structures that are used
as the basis to generate plans for agents. Coordination structures are adapted to new
situations using an extended constrained clustering technique. Preliminary results in-
dicate that our technique works well considering a number of aspects including; rules
to belong to a group, value of a group given its members, and cost to move objects
from group to group. It also scales well to the number of agents expected in our scenar-
ios. Developing an appropriate coordination structure is a collective process in which
each agent involved in coordination will submit its possibly unique solution and all
agents will decide on a final solution using an adapted voting technique. Accommoda-
tion works with multiple behavior types. In our previous work, we used accommodation
to modify plan and reflex behavior. In our current work, we are using accomodation to
modify coordinated behavior, which will manifest into modified agent plans.

7 Conclusion

We have developed a cognitive agent architecture that provides the framework for Sense
and Respond Logistics. SRL requires coordination among agile, responsive units, and
presents an optimization problem with a moving target. Our agent architecture will
advance the current state of logistics applications because agents can follow the moving
target by adapting to a changing environment. We presented initial results of a logistics
implementation using the ECLAIR architecture that shows that adaptive agents have
improved behavior over agents that do not adapt. We intend to continue extending the
agent architecture and the military application to more fully address problems that arise
in SRL and other net-centric operations.

Our agent architecture uses cognitive models based on Piaget’s Cognitive-Stage The-
ory of Development [21] and Damasio’s Somatic Marker Hypothesis [6]. Agents take
a hybrid approach to action, using logic-based plan behavior in normal situations, and
emotionally-inspired reflex behavior when they perceive internal distress. Adaptivity
can manipulate plan and reflex behavior, improving agents’ performance and increasing
the speed of command. Our cognitive architecture is an excellent framework for SRL
because plan behavior encourages agents representing warfighters to follow strategies
built from experience in the battlefield, while reflex behavior helps the agents handle
unexpected situations.

ECLAIR’s unique contributions to agent research are the cognitively-inspired archi-
tecture that supports decision making using plan and reflexive behavior, and our net-
centric approach to logistics. We are using adaptive agents to tackle the critical problems
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summarized by the Department of Defense [24] with an approach that is oriented towards
SRL. ECLAIR bridges research in adaptive agents and cognitive architectures with the
military domain that is just beginning to acknowledge the need for adaptive systems. We
are also interested in making usable tools for real-life problems. At LM ATL, we have
the proven capabilities to extend our research into the real world and supply practical
applications for use by warfighters in the global theater.
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Abstract. Dependable communication capabilities are amongst the most impor-
tant technical requirements for mission success in military combat operations. 
This paper introduces a mobile agent-based middleware that supports both 
point-to-point messaging and hierarchical data-streaming. Two infrastructure 
technologies (Mockets and FlexFeed) are introduced as service providers for 
messaging and publish-subscriber models for data streaming. Opportunistic re-
source allocation and monitoring are handled by distributed coordination algo-
rithms, implemented here through two complementary technologies: Stand-In 
Agents and Acquaintance models. 

1   Introduction 

Communications in military battlefield operations are currently one of the most criti-
cal technical capabilities for mission success. From a network perspective, tactical 
military operations are often characterized by highly dynamic ad hoc wireless envi-
ronments and include heterogeneous nodes under resource and security constraints. 
Furthermore, the communications infrastructure is expected to change its behavior 
and optimization criteria to adapt to changes in goals and priorities. 

In recent years, a number of research efforts have focused their attention on this 
problem, looking for better routing or transport algorithms that would correct the de-
ficiencies observed in the use of traditional wired network protocols.  

Despite the invaluable progress these efforts have brought to the field, the reality is 
that in practice today networks are still deployed and configured in a customized fash-
ion, to address specific needs or missions, with very specialized capabilities. 

The problem is often associated with the notion that the communications infra-
structure is expected to be completely isolated from the semantics of the data. Tradi-
tionally, this has been a very fundamental concept that provided portability and  
standardization of different network and communication protocols. 

It seems clear, however, that mission-critical applications require not only the gen-
erality and flexibility inherent from context-free protocols, but also the efficiency  
provided by data-aware protocols, better able to create and maintain specialized data 
distribution trees in the network. 



122 M. Carvalho, M. Pechoucek, and N. Suri 

In this paper, we introduce a novel agent-based communications framework de-
signed to help address the issue in these types of environments. The goal is to provide 
a middleware1 that will overlay the physical network and transparently provide both 
services, with minimal changes in current software applications and systems.  

In our framework, intelligent software agents are used to enable, on demand, data-
aware capabilities in the network. The agents are mobile, so code and computation 
can be moved as necessary to opportunistically create capabilities and to react to 
changes in topology, resource availability, and policies.  

The framework proposed in this paper leverages from a set of core technologies 
that have been designed and developed by our research teams for similar types of sce-
narios. Extensively tested in numerous proof-of-concept applications and demonstra-
tions, these technologies have matured to a point where they complement each other 
to enable the framework.  

2   Capabilities and Components 

The communications middleware proposed in this work provides three core capabili-
ties: support to point-to-point messaging; publish-subscribe oriented data streaming, 
and on-demand, opportunistic resource allocation. The idea is to combine the context-
specific and context-free communication requirements supported by two APIs 
(Mockets and FlexFeed) into a common communications middleware, so they can 
leverage from a common resource management infrastructure. 

The Mockets API provides a TCP-like interface to the applications. The API can 
be used to exchange general purpose message or streaming data. The FlexFeed API 
provides a publish-subscribe interface to applications. FlexFeed is responsible for 
handling data-aware data-streams, leveraging from the opportunistic allocation of re-
sources provided by the coordination components. Both FlexFeed and Mockets are 
regulated through distributed (or centralized) algorithms, implemented as coordina-
tion components that identify, configure, and allocate resources in the network. 

The coordination components constitute the “intelligent” part of the framework. 
They are responsible for sharing state between neighbor nodes and for negotiating the 
temporary allocation of resources necessary to support FlexFeed and Mockets.  

Furthermore, the coordination components are also responsible for determining the 
appropriate course of action or recovery measures to be taken when changes in net-
work topology or resource availability interfere with the communication tasks. 

As a distributed component, the issues involved in resource coordination tasks are 
critical and complex. In the next section the basic technologies involved in the coor-
dination components and the communication APIs will be discussed in greater detail. 

3   Design and Implementation 

The framework is implemented in Java. Each of the components integrated in the 
framework have their own access API which is used by external applications and be-
tween components to exchange services and state.  
                                                           
1 The terms “Framework” and “Middleware” are used interchangeably in the context of this 

publication.  
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In order to support the capabilities required by the framework, it is important to 
have access and control of the underlying ad hoc routing protocol. Currently, an ap-
plication-level implementation of a customized version of AODV [1] is integrated 
with the framework.  

The coordination components use routing information and costs from multiple 
paths (from the underlying routing component) to identify possible data distribution 
trees that will lead to approximate global optimization of joint or disparate streams.  

Figure 1 shows a diagram of the main components of the framework. In the figure, 
the physical node block represents the actual hardware platform, including the radios 
and the data-link layer. 

Physical Node
(Hardware platform + Comms. Devices)

Mockets
API

AdHoc Router Guard

FlexFeed
API

Coordination Components
(Stand-In Agents and Acquaintance

Models)

 

Fig. 1. Framework Components 

The Guard is a software component with direct hardware access to provide local 
enforcement of policies and resource utilization. The middleware is integrated with a 
policy framework (KAoS) [2, 3] that provides the mechanisms for policy definition, 
verification, distribution, and enforcement, done at each node by the Guards. 

The Guard components are responsible for maintaining and enforcing constraints 
and obligations in the local host.  In the proposed framework, the Mockets and Flex-
Feed components work as local enforcers on data-streaming and message related  
policies. When necessary, these components will query the local Guards for policy in-
formation so the coordination components can take the constraints into account when 
building a specific solution. Resource utilization by all other processes in the local 
host (like applications and agents) is directly enforced, at a lower level, by the 
Guards. Together, Mockets, FlexFeed and the Guard components ensure that all host 
level operations are within policy constraints, even if the policy repository is tempo-
rarily inaccessible to the node. 

The coordination components are the entities responsible for negotiating and de-
termining resource distribution both at the local and global levels. These components 
have direct access to the guard interface (for policy querying) and to underlying rout-
ing and transport protocols for parameter estimation. 
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During resource negotiation with peers, the coordination components also check 
policy constraints with the KAoS framework (through Guards interface). Both at the 
level of resource utilization and information release, constrains are enforced by the se-
lective deployment of agents. To a certain extent coordination components are re-
sponsible for policy enforcement at the framework level in the same way that guards, 
FlexFee and Mockets are responsible for local policy enforcement.  

3.1   FlexFeed  

FlexFeed [4], in the context of this framework, provides the mechanisms to configure 
and task network resources in order to deploy the allocation schemes determined by 
the coordination components. FlexFeed was initially designed and tested as a mid-
dleware for data distribution in military operations (as part of a previous research ef-
fort sponsored by the Army Research Laboratory).  

The framework relies on mobile software agents to transparently enable capabili-
ties in network nodes for data processing and distribution between multiple (possibly 
disparate) applications.  

The FlexFeed framework provides a Java interface for stream-oriented communi-
cations between applications. Sensors and clients use the FlexFeed API to provide and 
access information feeds. The transport mechanism, the message distribution, and fil-
tering are handled at the framework level, hidden from data producers and consumers.  

Consider the case illustrated in figure 2. In this example, the Unmanned Aerial Ve-
hicle (UAV) is the source of the data, as it carries a high resolution video camera 
aimed at enemy positions.  

 

Fig. 2. Providing customized data-aware streams 

In this example, a missile launcher requests a high resolution data-stream from the 
UAV to identify potential targets while at the same time, soldiers in the battlefield 
guarding the perimeter request visual data to monitor the movement of enemy troops. 

The goal of the FlexFeed framework in this case is to identify the best data-
distribution tree that would minimize overall transmission and data processing costs 
to support client requests.  

Specialized agents, capable of transforming video data in this case, are injected in 
the framework at run-time (either by clients or by the source of the data). These 
agents can be positioned at any node in the network to establish the data distribution 
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tree. FlexFeed interacts with the coordination components to identify the best re-
sources available for the task.  

With that information, FlexFeed then positions the agents accordingly and initiates 
the data-streams. From a minimum cost perspective, the best solution in the example 
shown in figure 2 is to send a high-resolution video stream to a nearby tank (with 
spare processing capabilities) that would then be responsible to clone and transform 
the stream, relaying the high resolution stream to the missile launcher and the low 
resolution equivalent to another tank near the soldiers for final distribution. 

Once established, coordination components will continuously monitor the state of 
the network to react to changes in topology, resource availability, or policies. If nec-
essary, the data-processing elements deployed in the first tank, for instance, can be 
moved to a sub-optimal position to re-allocate or release resources. 

3.2   Mockets 

Mobile Sockets (or Mockets) are an application-level transport layer specially de-
signed to transparently provide resource redirection and cross-layer interaction in  
mobile ad hoc network environments. Mockets exposes a TCP-like interface imple-
mented over UDP messaging and provides an extended API to support the exchange 
of state information and control messages between applications in the upper layers 
and underlying network protocols. Mockets were extensively used in a recent field 
exercise coordinated by ARL (Quantum Leap 2) to abstract complex underlying 
communication behaviors from applications that were originally designed to operate 
reliably over TCP. 

The mockets communication framework provides a comprehensive communica-
tions API that addresses the limitation of TCP while at the same time offering new 
primitives for applications. To support existing TCP-style semantics, mockets pro-
vides a straightforward stream-oriented interface. 

Applications written to use TCP can be easily modified to operate on top of the 
Mockets API. In addition, applications can take advantage of new capabilities such as 
keep-alive and connection statistics (bytes and packets sent as well as retransmission 
counts). The stream mockets implementation is designed to work on top of wireless 
and ad-hoc networks and does not exhibit the problems observed with TCP in such 
environments [8][9]. 

Mockets also provides a message-oriented interface. The message mockets support 
four different types of service: unreliable/unsequenced, reliable/unsequenced, unreli-
able/sequenced, and reliable/sequenced. The semantics of the unreliable/unsequenced 
service are similar to UDP and those of the reliable/sequenced service are similar to 
R-UDP. While there is no existing equivalent to unreliable/sequenced, this service is 
useful for situations such as video or audio streaming where packet dropout is pre-
ferred over out of sequence packets. Finally, the reliable/unsequenced service rounds 
out the set of capabilities. 

When using the message-oriented paradigm, the mockets API provides additional 
features such as in-queue message replacement. This capability is particularly impor-
tant for wireless networks and mobile ad-hoc networks where connectivity may be  
intermittent. It allows an application to replace a previous message with a new one, 
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provided the previous message is still awaiting transmission in the mocket’s outgoing 
queue. Messages may be tagged in order to classify them into different traffic catego-
ries. For example, if an application is sending periodic GPS position updates along 
with other traffic, the application can tag all the GPS position updates with a unique 
tag. When a new update is available, the application can simply ask mockets to re-
place any previous GPS update messages with the new one, which invalidates all the 
previous messages. This prevents large outgoing queues from accumulating when a 
node temporarily loses connectivity. 

3.3   Coordination Components 

The coordination components in the framework are the entities responsible for gather-
ing state information to determine a cost-effective data distribution graph that will sat-
isfy (within policies and resource availability constraints) the requests placed by each 
client. 

In the types of environments considered in this work, global optimum allocation of 
resources is a very complex task, even for centralized algorithms with complete 
global information.  

The complexity of the problem lies essentially in the fact that for each in-stream 
data processing configuration, network resources are affected, which leads to changes 
in the costs originally considered for the initial configuration as well as for all other 
active streams. The problem can be solved iteratively, with the risk of finding local 
optimal solutions and often ‘hot-spots’ in the data distribution paths.  

There are, however, a number of heuristics and approximate cost functions that can 
be used to obtain a reasonable solution within the time scales required to make the 
framework practical. An example of a centralized approach to the problem is shown 
in [5], where a dijkstra-inspired algorithm is used to find an approximate solution. 

Resource allocation in the framework is done through negotiation protocols, which 
requires p2p interactions between each host (and representative agent) involved in the 
transaction. This approach, however, is impractical for large scale systems due to 
communications overhead (for inter-agent negotiation) and transient partitions of the 
network caused by local link failures and changes in topology. 

Furthermore, some of the candidate resources for data processing or communica-
tions relay might not be in communication range during the coordination process. 
There are many practical situations where this might occur, for instance if potential 
relays are mobile with a predictable path (like surveillance UAVs or ground vehicles), 
or in cases where nodes in strict passive mode (for instance, for security reasons) can 
be activated by framework if selected, or even cases where the framework is allowed 
to request nodes to physically move within communications range of other nodes to 
support temporary data-streams.  

In cases like these, it is important for the negotiation procedures between coordina-
tion components to take into consideration temporary communications inaccessibility 
with potential candidates for the client requests. 

The agent negotiation approach adopted in our framework is based on the notions 
of remote presence and remote awareness. 
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4   Remote Presence and Remote Awareness 

In this section we discuss the techniques used in the framework to support the distrib-
uted negotiation process carried out by the coordination components. 

The most critical cases include situations where coordination must account for en-
vironments that are temporarily unavailable (either by physical constraints, policies or 
choice), but the techniques can be easily extended to reduce communications over-
head associated with the negotiation process. 

The goal of the suggested techniques is to provide limited mutual awareness with-
out the need for direct and continuous communication. The main applicability poten-
tials are in the problems with a planning or a longer term coordination component. In 
such problem domains, the entities need to plan sharing resources and coordinate re-
sponsibilities, so that the joint goal can be effectively achieved. 

Example 1. Let us have a computationally intensive task that needs to be decomposed 
and allocated to specific number of processors in a distributed, partially inaccessible 
environment. Without any knowledge of the services, current and planned load of the 
inaccessible processors, as much as the expected time when the connectivity can be 
established, the task would be delegated among the processors that are currently ac-
cessible. Awareness of the inaccessible processors allows planning the resource allo-
cation on top of the inaccessible processors as well. 

Example 2. Let us have a community of mine-sweeping underwater robots that are 
searching through the specific areas. The communication reach is restricted. Once a 
suspicious object is detected the robots need to position themselves into a communi-
cation feed so that the picture of the object can be transmitted successfully to the  
human operator. With the limited number of available robots, forming the communi-
cation feed is only possible if the agents maintain their approximate knowledge about 
each other location. 

We distinguish among two types of techniques that can be used in the situations of 
communication inaccessibility: 

- remote awareness, a set of techniques for representing the agents knowledge 
about the other inaccessible agents. 

- remote presence, the concept of migrating the computational representative be-
fore the inaccessibility situation happens. 

4.1   Acquaintance Models 

The acquaintance models and computational models of the mutual awareness of the 
network elements (hosts, devices, routers, etc.) have been thoroughly studied and 
investigated in the area of agent technologies and agent-based computing. Each 
computational agent in the interaction environment is supposed to form (either col-
laboratively or individually) models of the other computational agents in terms of 
their location, load, plans and resource commitments, interaction accessibility, etc. 
This knowledge can be used for distributed coordination, planning for cooperation 
and resource commitments of the individual computational agents (of any kind). 
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The concept of acquaintance models have been exploited in modeling coordination 
in the semi-trusted environment of the OOTW domain within an AFRL funded pro-
ject and for underwater mine-sweeping simulation project funded by ONR. 

The acquaintance model does not need to be precise and up-to-date. Agents may 
use different methods and techniques for maintenance and exploitation of the  
acquaintance model. There has been various acquaintance models studied and devel-
oped in the multi-agent community, e.g. tri-base acquaintance model [6] and twin-
base acquaintance model [7]. In principle, each acquaintance model is split into two 
parts: self-knowledge containing information about an agent itself and social-
knowledge containing knowledge about other members of the multi-agent system. 
While the former part of the model is maintained by the social knowledge provider 
(an owner), the latter is maintained by the social knowledge requestor (a client). So-
cial knowledge can be used for making operation of the multi-agent system more effi-
cient. The acquaintance model is an important source of information that would have 
to be repeatedly communicated otherwise. Social knowledge and acquaintance mod-
els can also be used in the situations of agents’ short term inaccessibility. However, 
the acquaintance models provides rather ’shallow’ knowledge, that does not represent 
complicated dynamics of the agent’s decision making, future course of intentions, re-
source allocation, or negotiation preferences. This type of information is needed for 
inter-agent coordination in situations with longer-term inaccessibility. 

4.2   Stand-in Agents 

An alternative option is to integrate the agent self-knowledge into a mobile computa-
tional entity that is constructed and maintained by the social knowledge provider. We 
will refer to this computational entity as a stand-in agent. The stand-in agent resides 
either on the same host where the social knowledge requestor operates or in the per-
manently accessible location. While using stand-in, the social knowledge requestor 
does not create an acquaintance model of its own. Instead of communicating with the 
provider or middle agent, it interacts with the stand-in agent. Therefore, the client 
agent is relieved from the relatively complex task of building and keeping up-to-date 
detailed acquaintance model and both provider and requestor may benefit from the 
full-fledged remote presence. Factoring the acquaintance model out of the each re-
questor agent’s internal memory allows it to be shared between all locally accessible 
agents, further minimizing the traffic and computational resources necessary for 
model maintenance. The stand-in agents operate in three phases: 

- stand-in swarming, when stand-ins propagate through the system to reach the 
locations that may become inaccessible in the future. First, an existing stand-in 
agent or knowledge provider determines the set of currently accessible locations 
using a broadcast-like mechanism of the underlying communication infrastruc-
ture. Then, it may decide to create and deploy its clones on one or more of these 
accessible locations. After its creation, each deployed stand-in agent chooses the 
type of functionality it will provide in its location and repeats the evaluate/deploy 
process. 

- information propagation, sophisticated mechanisms for propagating the agent 
state updates (in terms of location, available resources, updated commitments) to 
its stand-in agents and synchronization within the community of the stand-ins. In 
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trusted communities synchronization is based solely on the freshness of the 
mode, while in non-trusted communities trust values also need to be considered. 

- conflict resolution, when the stand-in agents synchronize their status (mainly in 
terms of the agreed commitments) with the formerly inaccessible agent. It often 
happens that the several stand-ins may have agreed on different commitments, 
which need to be resolved. 

All three processes need to be tuned to the specific needs and properties of the given 
domain, such as the cost of communication, average accessibility among two agents, 
etc. The concept of stand-in agents is currently advantageous in the two very specific 
situations: 

- in a very dynamic environment, with relatively low path accessibility (this can 
be in situations where a small number of unmanned vehicles are collaboratively 
inspecting large areas), or 

- in a non-trusted environment with at least some communication inaccessibility 
(in these cases the agents do not want to provide sensitive knowledge for sharing 
while off-line). 

Stand-in agents solve inaccessibility in two ways: the first is routing communication 
protocol based on swarming and micro-payments within agent community and the 
second is distribution of social knowledge. In this paper the authors talk about stand-
ins without social knowledge functionality [10], because we want build only message 
passing system there. These stand-ins provide top-level communication API in mobile 
network. 

An important attribute of the stand-ins is their passive role in the network. These 
agents are meant to be carried on a physical device and they aren’t able to affect posi-
tion of the device in mobile network anyway. 

On the Figure 3, we present a sample stand-in agent network: nodes represent fixed 
locations, lines between nodes means that there exists a communication link between 
them and residing stand-in agent is represented by point near the node. 

 

Fig. 3. An Illustrative Scenario 

Unlike classical middle agent architectures [11] where the prime functionality is 
devoted towards matchmaking and negotiation, we would like to extend the concept 
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of middle agent by its capability to autonomously migrate in the network, clone and 
destruct copies. Such extensions would allow us to better integrate the generic stand-
in agent architecture with the coordination algorithms for the proposed framework. In 
Figure 4 we present an abstract architecture of the stand-in agent. The architecture 
presents the following components: 

– Swarming controller consists of two modules: population manager ensures  
cloning; migration and destruction of stand-in agents in the system while the informa-
tionpropagator manages information flows through the agent, more specifically the 
messages or knowledge to transfer or actions to take. The module must balance be-
tween two extreme cases of knowledge handling: propagation to all visible targets or 
no propagation at all. Even if both modules are domain independent, they depend on 
the domain specific functions included in the knowledge base algorithms. 
– Knowledge base is a domain specific knowledge structure of the stand-in agent, 
consists of three parts: activity knowledge, information evaluator and timeout 
checker. While the activity knowledge contains the domain specific knowledge and 
the meta-data provided by the propagator, the information evaluator and timeout 
checker are the algorithms working on this knowledge.  

 

Fig. 4. Architecture of Stand-in agent 

The information evaluator classifies and indexes the knowledge, so that the index 
values can be used by information propagator to manage its activity and further 
propagation. It also evaluates the knowledge usefulness. The timeout checker module 
implements forgetting of the activity knowledge. 
– Stand-in agent functionality is the universal interface between modules and agent 
platform. It provides fundamental agent functions (clone, migrate and die), message 
interface and monitoring listeners, as well as original stand-in agent code. This code 
depends on the actual type of the stand-in agent. Via monitoring listeners it notifies 
modules about visibility of the other nodes, information about accessible other stand-
in agents and also about presence of potential message receiver. Only this part of re-
lay agent needs to be changed to work properly with another agent platform. 
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Combined, these capabilities allow the stand-in agent to provide the basic infrastruc-
ture for a distributed negotiation-based coordination component for the framework. In 
the following illustrative example, we illustrate the necessary steps involved for re-
source negation and allocation for a single data stream between a provider (source) 
and two consumers (sinks).  

5   Illustrative Scenario 

An illustrative application scenario is shown in figure 5, where a schematic view of a 
combat operation is presented. The figure illustrates a scenario with nine intercon-
nected hosts. In the battlefield, each of these hosts might represent tanks, robotic ve-
hicles, or soldiers.  Each computational host (or environment) can execute a number 
of applications (or agents) represented in the figure as circles connected to the envi-
ronment where they are executing. 

Consider the case illustrated in figure 5 where clients (A) and (B) residing respec-
tively in hosts H3 and H8 place a request for a specific data-stream from the same 
sensor application (S) executing in host H1.  

Furthermore, consider the situation where the requests are different (but derivable 
from) each other. This would be the case, for instance, of client (A) requesting con-
tinuous GPS position information from sensor (S – presumed to be a UAV), while cli-
ent (B) requests only low rate information for visualization purposes.  

 

Fig. 5. An Illustrative Scenario 

In this example, the order in which each request is place should not (in theory) 
change the final data distribution graph, as regardless of order, a final optimal solu-
tion will always be sought. However, in practice, the order does matter because 
changes in data distribution trees are based on changes in cost thresholds. That is, 
unless there are significant cost gains in moving from one solution to another, the 
system tends to preserve the current configuration. 

Let us assume, for the purpose of this illustration, that both requests are placed  
simultaneously, represented in figure 5 by the dotted edges oriented from the “re-
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quester” to the “source” node. Conversely, the actual data streams in this illustration 
will be represented by solid arrows from the source node to the sinks (original  
requesters). 

When receiving the requests, the sensor node (represented here as the agent – S) 
will start the policy verification and negotiation process to determine best allocation 
of resources.  

First, the agent will query the local guard for policy constraints that might restrict 
communications or information release between the source and sink agents. The 
Guard will relay the query to the policy framework, and will then parse, cache, and 
return the results. Cached information will be used by the Guard to answer future pol-
icy queries in situations when the policy framework is temporarily inaccessible. 

If there are policies constraining communications, for example between the sensor 
agent (S) and the client (A), these are automatically enforced in the form of changes 
in request parameters or automatic insertion of policy enforcement agents (or filters) 
in the data path. To simplify the example, let us consider the case where there are no 
policy constraints in place. 

In this case, the sensor (S) will start negotiating resource allocation with other en-
vironments. Due to the incomplete connectivity inherent to these types of networks a 
protocol that would actually support agent negotiation between peers would be very 
expensive (in terms of messages exchanged) and possibly highly inefficient. Further-
more, during the negotiation process, there might be potential candidate nodes that are 
temporarily out of range, or in passive mode. 

As discussed in section 4, the negotiation of resources in the framework can be 
done through two different mechanisms: Stand-In agents or Acquaintance Models. 
Different scales and types of scenarios might benefit from utilizing one approach or 
the other. 

Consider for instance the case where Stand-In agents are used for resource nego-
tiation. In this approach, a representative of each environment is either present at 
host H1, ready for negotiation, or are directly accessible (at low communication 
costs) by other representatives resident at H1. Information about data transmission 
and processing costs can be queried, on demand, by agent (S) to representatives of 
candidate nodes. Stand-In agents can also make resource commitments on behalf of 
their environments. 

Armed with that information, agent (S) can identify resources in the network that 
can be tasked for data transmission or processing. Selected environments are then no-
tified and configured for the task.  

Figure 6 shows a schematic view of the data distribution stream established by 
agent (S) in coordination with its peers. It is important to note that in cases where (S) 
is a node highly constrained in computational resources, the negotiation process can 
be moved to a neighbor node (for instance H4). 

Once established, the data-stream (or streams) will persist until canceled by the  
clients, or blocked by policies. In the case where changes in policy or topology might 
temporarily break sections of the stream the local agent in the affected node is respon-
sible for corrective actions to quickly reestablish the data flow. For instance, if the 
communications edge between hosts H5 and H7 is dropped, agent R1 immediately 
starts a negotiation process to reestablish the link with R2. 
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Fig. 6. A data distribution example 

 
Periodically, agents re-evaluate local decisions with their peers, to find new local 

optima in cases where differences in cost are high enough to justify the changes. In 
this example, there is no global optimization between multiple sources.  

6   Conclusions and Future Work 

In this paper, a conceptual description of a mobile agent-based framework was pre-
sented for military battlefield environments. The framework provides three core ca-
pabilities: a) point-to-point messaging between applications; b) a publish-subscribe 
oriented model for data streaming, and c) on-demand, opportunistic resource alloca-
tion for communications and in-stream data processing.  

Our approach relies on four core technologies that combined provide the features 
necessary to address the requirements demanded by the environment. Mockets and 
FlexFeed provide the application level access to the middleware, exposing the APIs 
for messaging and access to data-streams. Stand-In agents and Acquaintance models 
are presented as instances of remote presence and remote awareness capabilities (re-
spectively), fundamental for a robust and truly distributed coordination model.  

Although we currently don’t have a fully integrated version of the framework, 
based on several examples of actual deployment and on a number of experiments 
conducted with each component independently (and some combined in ad hoc tests), 
we are confident of the capabilities that such middleware can provide to the types of 
scenario addressed here.  Future work will involve the integration of coordination 
components with the rest of the framework to build a prototype for tests and demon-
strations. We also plan an extensive set of tests and experiments to validate the con-
cept and characterize the prototype. 
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Abstract. This paper discusses the relevance of agent-based and service-based 
approaches to the technical and organizational transformation sought by modern 
armed forces. It describes the rationale for using these approaches, potential 
benefits, and challenges — which are both organizational and technical. It then 
identifies gaps and areas for research including service discovery, support for a 
wide range of interaction patterns, and operation over low-bandwidth networks. 

1   Introduction 

A number of military initiatives are under way to change the way in which armed 
forces operate; these include the UK Network Enabled Capability (NEC), the US 
Network Centric Warfare (NCW) and the NATO Network Enabled Capability 
(NNEC).  As the titles of these efforts suggest, organisational transformation is ex-
pected to go hand-in-hand with technological transformation in the areas of networks 
and distributed systems. 

Even without these aspirations for new ways of working, the armed services, like 
many large organisations, possess diverse collections of separately developed IT sys-
tems. These are largely “stovepiped” and do not interoperate, leading to duplication of 
functionality and of information. There was little choice but to develop these isolated 
systems due to separate funding streams and the absence of a central architecture. 

If technology is to be any use to the military, it must support rapidly evolving or-
ganisations and diverse operations, with constantly changing user needs and unfore-
seen interoperability requirements. This requirement is all the more compelling now 
that many operations are carried out within international coalitions. 

“Although the US increasingly relies on coalitions to achieve its military objec-
tives, the technological infrastructure necessary to support this strategy has been 
lacking. The gulf between the desired and the possible is especially glaring in the 
area of command, control, and intelligence.” [1] 

Agent-oriented and service-oriented approaches show potential for addressing 
some of these challenges. A full discussion of the differences and similarities between 
services and agents is outside the scope of this paper, but autonomy and goal-directed 
behaviour are often regarded as distinguishing features. This paper describes recent 
work investigating the strengths and weaknesses of such approaches within a military 
scenario, and summarises lessons learned and challenges identified. 
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2   Projects 

The issues summarised in this paper are derived from work on software agents in the 
DARPA Coalition Agents Experiment and work on Web Services for the UK MOD.  
Both projects made use of the fictional Binni scenario (http://www.binni.org) [2]. 

CoAX  (http://www.aiai.ed.ac.uk/project/coax/) was a Technology Integration Ex-
periment within the DARPA Control of Agent-Based Systems Programme (CoABS), 
focussed on runtime interoperability of heterogeneous systems [3,4]. This work con-
tinues in the Fast Connectivity for Coalitions and Agents Project (FastC2AP), which 
aims to extend agent-based technologies to accommodate secure web services [5]. 

The Componentisation for Reconfigurable Virtual Systems (CRVS) project is part 
of the UK MOD research programme. Work has included a demonstrator using Web 
Services and Semantic Web standards, showing the rapid discovery, visualisation and 
selection of services by a ground unit as it avoids enemy forces, calling upon informa-
tion resources and supporting fire from across the battlespace. 

3   What? 

In discussing the potential benefits of technologies, definitions are a constant prob-
lem. The term “Service” is highly overloaded, resulting in confusion even within ex-
pert circles, and the precise definitions of both “Service” and Agent” can provoke 
prolonged debate. The hype surrounding the term “Service-Oriented Architecture” 
(SOA) has led some commentators to reject it as almost meaningless [6]. Given that 
universally-agreed definitions seem unlikely, we must at least define terms within a 
particular discussion and avoid overloading them in that context. 

It may help to emphasise the underlying principles that various approaches have in 
common; for example, proponents of a variety of integration techniques can generally 
agree on some principles of “loose coupling” such as: 

• Vendor and platform independence 
• Separation of interface from implementation 
• Late-binding (dynamic lookup, not hard-coded addresses) 
• Asynchronous and stateless messages (where possible). 

4   Why? 

Why might the military be interested in agents and services? Reasons include: 

• Agility (achieving dominance by seizing the initiative) 
• Interoperability (between systems and between allies) 
• Reuse (of functionality and of information) 

It hardly needs to be repeated that no approach is a silver bullet for building systems 
that can deliver these qualities in difficult environments, but they are clearly a step in 
the right direction — monolithic, stovepiped, proprietary, static systems have been 
tried and found wanting; the obvious opposites are modular, open, dynamic systems. 
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5   Which? 

Which agents and services should be provided? This cannot be answered without tak-
ing into account the investment in legacy systems on which the military currently 
rely. Existing functionality needs to be exposed within new frameworks in a logical 
and usable way, but this must be balanced against performance.  

Many legacy systems cannot realistically be modified. Wrapping these systems as 
agents or services has been demonstrated, although this does not solve the problem of 
duplication of information and consequent inconsistencies. 

Experience from industry indicates that it is rarely feasible to migrate to new ap-
proaches all at once; particularly for large organisations. An incremental “harvesting” 
of shared functionality is favoured, to create a growing toolbox of services or agents. 
An evolutionary approach is being taken by the US Network Centric Enterprise Ser-
vices (NCES) acquisition programme, for example [7]. Such an implementation is not 
a once-and-for-all job (almost by definition: the whole point of these new approaches 
is to adapt to constant change, so there is never an end-state). 

6   Where? 

If our systems consist of many distributed agents and services, where should be they 
physically and logically be located?  There are serious practical considerations: 

• Physical security of the actual hardware 
• Who pays for the hardware and its maintenance? 
• How is redundancy provided to ensure resilience? 

It should be borne in mind that “the military” is not a single homogeneous organisa-
tion, and that the networks are diverse and global.  For example, the bandwidth of dif-
ferent military communications links varies by perhaps nine orders of magnitude. 

7   How? 

How should distributed components interact over military networks? Many open 
questions remain, since very few organisations have genuine significant SOA or agent 
deployments yet. Tools for creating such deployments are only beginning to emerge 
for conventional networks, let alone deployed military networks. 

7.1   Discovery 

A key issue is that of discovery of components across heterogeneous, global net-
works. Most research on discovery assumes a relatively homogeneous Internet or 
LAN environment, and frequently uses centralised matchmakers or brokers.  

The need for expressive metadata for describing components must be balanced 
against the bandwidth required to disseminate these descriptions over highly con-
strained, heterogeneous and mobile military networks.  
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7.2   Messaging Patterns 

Another vital aspect is the messaging patterns required, from simple “Inform” or 
“Query-Response” up to long-lived multi-party processes. Both current web service 
standards, and most agent systems, focus on 1:1 interactions between pairs of compo-
nents, but many real-world activities involve communication between larger groups. 
This is particularly true for situational awareness in military operations, and will  
become more significant with military aspirations for dynamically formed “Agile Mis-
sion Groups” rather than pre-determined force structures.  Interesting interaction pat-
terns include flexible publish-subscribe, one-to-many notification and many-to-one  
fusion and aggregation of information.  

It seems likely that any comprehensive solution for the military will need a hybrid 
approach, taking on board paradigms such as event-based middleware [8].  

7.3   Composition Patterns 

Other patterns identified in our work concern the definition and composition of parts; 
for example: 

• Assembly of services to perform a process or workflow 
• Virtual services (the Façade object-oriented pattern [9]) 
• Entities that present multiple interfaces  
• Introduction (passing the identity of one agent to another) 

7.4   Standards 

In the world of Web Services, standardisation is somewhat fragmented, with two 
standards bodies (OASIS and W3C), an interoperability group (WS-I) and industrial 
players releasing specifications independently.  The agent community fares better 
with a single body (FIPA) but has not gained the high degree of interest and uptake 
achieved by Web Services. 

7.5   Security 

There is often a lack of clarity when discussing security. It is important to distinguish: 

• The accreditation of specific products for use in some context 
• Vulnerabilities in specifications or language (such as SOAP or XML) 
• Securing distributed systems (against who and what?) 

Researchers developing agent algorithms for military applications will need to con-
stantly consider ways in which their techniques can be defeated or subverted by an in-
telligent adversary. 

Perhaps most interesting are the security issues inherent in open, interoperable, dy-
namic systems. In the past, accreditation involved defining a single profile of use for a 
closed system. This is untenable for systems where the components arrive, leave and 
change constantly, but formulating an alternative approach is an open problem. 



 Armed Services: Challenges for Military Distributed Systems 139 

The secure discovery of components is a new issue when systems are assembled 
on-the-fly.  Physical or electronic attacks (such as denial of service) on discovery 
components could degrade or compromise the whole network.   

8   When? 

In the past, the timescales for acquiring new military systems have been very long; 
more open component-based systems offer the possibility of faster, incremental ac-
quisition, in the style of iterative software development — but only if the military 
procurement organisations evolve alongside the technology. 

At the other extreme, performance within and between computer systems is also an 
issue. Some applications require sophisticated real-time links; most general-purpose 
distributed technologies are unlikely to cope in these areas. 

9   Who? 

Such a radical change — from separately procured, separately managed systems, to 
highly distributed, intermingled applications assembled from a coherent set of mod-
ules — raises many organisational issues. 

An application composed of services may effectively span multiple computers, 
across multiple military organisations. So, who is responsible for managing a particu-
lar service, especially if multiple copies of it exist in different places? 

Separate programmes for each software system must give way to a coordinated, 
approach to procurement: new systems may require auditing and advice as they pro-
gress, to ensure re-use of existing components where possible, and to ‘harvest’ new 
shared components when overlaps emerge between projects.  

10   Conclusions 

Approaches based on loosely-coupled, communicating components — such as service 
or agents — offer significant benefits for military IT systems in terms of agility and 
flexibility, reuse of resources, and interoperability. However, organisational, informa-
tion and process aspects are at least as important as the technology. 

There are a number of gaps in the existing technology, particularly in the areas of 
robust, dynamic discovery of services across the battlespace, and also many-to-many 
interaction patterns such as publish-subscribe. These could be addressed by hybrid 
approaches using complementary areas of research in distributed systems. Some spe-
cific research gaps include: 

• Tools for modeling and monitoring of wide scale systems 
• Description and wide scale discovery of resources on heterogeneous networks 
• Balancing interoperability and efficiency in very bandwidth-constrained net-

works. 
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